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ABSTRACT 
Swipe-based methods for text entry by gaze allow users to 
swipe through the letters of a word by gaze, analogous to 
how they can swipe with a finger on a touchscreen keyboard. 
Two challenges for these methods are: (1) gaze paths do not 
possess clear start and end positions, and (2) it is difficult 
to design text editing features. We introduce Swipe&Switch, 
a text-entry interface that uses swiping and switching to im-
prove gaze-based interaction. The interface contains three con-
text regions, and detects the start/end of a gesture and emits 
text editing commands (e.g., word insertion, deletion) when 
a user switches focus between these regions. A user study 
showed that Swipe&Switch provides a better user experience 
and higher text entry rate over a baseline, EyeSwipe. 

Author Keywords 
Eye typing; Text Entry; Gesture-Based Typing; Gaze 
Swiping; Eye Tracking 
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INTRODUCTION 
Text entry by gaze benefits users, such as those with Amy-
otrophic Lateral Sclerosis (ALS) or immersed in virtual reality 
(VR), who are not able to manually type on physical or virtual 
keyboards. Dwell-time-based selection [1, 10, 11, 13, 17], 
which requires that users hold their gaze on the desired target 
until it is selected, is one of the most popular designs used to 
mitigate the so-called Midas touch problem [5]. 

Gaze gestures are also commonly applied to select keys on a 
virtual keyboard [2, 3, 4, 15, 16, 18, 19, 20]. Alternatively, 
Context Switching [12] uses a single saccade between con-
texts to perform selections. Also relevant to our method are 
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Figure 1. The Swipe&Switch interface is composed of three regions 
(from top to bottom): text, action, and gesture. The action region 
changes based on the user’s gaze behaviors in the previous region. The 
previously focused region/buttons are shown in brackets. 

interfaces that are inspired by swipe-based text-entry in mobile 
devices [6, 7]. Pedrosa et al. [14] introduced Filteryedping, 
where the user looks at all the letters that compose the word to 
be typed. EyeSwipe [8] is a text entry method that also uses 
gaze paths like Filteryedping, but allows dwell-free text entry 
using dynamic action buttons and reverse-crossing mechanism. 
In this paper, we introduce Swipe&Switch, a text entry method 
using gaze swiping and switching. 

SWIPE&SWITCH 

Swipe&Switch  Interface
Swipe&Switch utilizes switching between different regions 
to allow explicit starting and ending of a gesture, and text-
editing commands in a swipe-based interface. The interface 
(Figure 1) is composed of three main regions: text, gesture, 
and action. The design of the three regions can decouple tasks 
that primarily require gaze control (e.g. glancing through the 
letters in the gesture region) from those that primarily require 
gaze perception (e.g. checking input text in the text region). 

The text region contains the entered text and a backspace key. 
The gesture region is where the gaze gesture is performed 
and contains all the characters. The action region, placed 
between the text and gesture regions, is used for command 
selection and confirmation, and changes dynamically based 
on where the user previously focused her gaze. With separate 
regions for different gaze behaviors, the Swipe&Switch design 
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reduces the switching between gaze control and perception 
modes and enhances the eye-typing experience. 

Swipe&Switch provides two ways to select the beginning of 
the gaze gesture in the gesture region: (1) the first fixation or 
(2) any other fixation longer than a hidden dwell-time (set to 
700 ms during our experiment). The letters within a certain 
distance to either of these initial fixations are used as first letter 
candidates. The last letter is determined based on the distance 
to the last fixation on the gesture region. 

The user emits commands to the interface by switching focus 
from one region to another. When the user moves from the 
gesture region to the action region the interface shows either 
candidate words (computed from the gaze path) or punctuation 
marks (if the user focused on the punctuation key) in the action 
buttons. When the user moves from the text region to the 
action region after focusing on the backspace key, the action 
buttons show candidates to replace the last word and the option 
to delete it. When the user moves from the action region to 
any other region, the interface performs the selected action. 
The action region also has two cancel buttons, one at each end. 
No action is performed if either of them is selected. 

SWIPE&SWITCH EVALUATION 
We evaluated Swipe&Switch by comparing it to EyeSwipe1, 
in terms of performance and user experience. 12 university 
students (4 females, 8 males; ages 19 to 28, average 21) were 
recruited to participate in the experiment. A Tobii EyeX eye 
tracker was used to collect the gaze information. The keyboard 
was displayed on a full screen window on a 22-inch LCD mon-
itor (1920 × 1080 pixels resolution). The length of the square 
keys (e.g. character keys in EyeSwipe) was approximately 2 
degrees (100 pixels) separated by approximately 0.5 degrees 
(25 pixels). Participants seated at approximately 70 cm from 
the screen. 

Procedure: The participants were encouraged to memorize 
and type as fast and accurately as possible as many phrases 
(from MacKenzie and Soukoreff’s phrase dataset [9]) as they 
could. At the end of the experiment they completed a ques-
tionnaire about their subjective feedback on the two typing 
methods and their basic demographic information. 

Design: We used a within subjects design with dependent 
variable text entry rate (wpm), and independent variables ses-
sion and method. Each participant performed 32 5-minute 
sessions, totaling 80 minutes with each interface, aside from a 
short practice section. Participants performed 8 sessions per 
day, 4 with each method. Half the participants started with 
EyeSwipe and the other half with Swipe&Switch. In each 
day the participant started with a method different from the 
previous day. The first 4 sessions were performed with the 
first method and the last 4 sessions with the second. 

Experimental Results 
Text Entry Rate 
Participants were able to enter text, on average, faster using 
Swipe&Switch compared to EyeSwipe. The mean and maxi-
mum text entry rates are shown in Figure 2. 
1Source code available at: https://github.com/toshikurauchi/eyeswipe 

2 4 6 8 10 12 14 16
Session

0

5

10

15

20

25

Ty
pi

ng
 R

at
e 

(w
pm

)

Mean EyeSwipe
Max EyeSwipe

Mean Swipe&Switch
Max Swipe&Switch

Figure 2. The mean and maximum text entry rates for each session for 
each interface (with standard deviation bands). 

We conducted a within subjects repeated measures ANOVA 
on the mean (m) and maximum (M) text entry rates with the 
independent variables method (EyeSwipe and Swipe&Switch) 
and session (1–16). There were significant main effects of 
method (m: F1,11 = 153.135, p < 0.01; M: F1,11 = 259.857, 
p < 0.01) and session (m: F15,165 = 11.071, p < 0.01; M: 
F15,165 = 7.093, p < 0.01). The interaction between method 
and session was not significant (m: F15,165 = 0.782, p > 0.05; 
M: F15,165 = 1.017, p > 0.05). 

Subjective Feedback 
At the end of the experiment participants answered a ques-
tionnaire about their subjective feedback. Participants indi-
cated their perception of performance, learnability, and user 
experience in a 7-point rating scale (Figure 3). They rated 
Swipe&Switch higher than EyeSwipe on 5 of the 6 dimen-
sions. 

            Learnability

ComfortEye effort
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Figure 3. Average responses for all participants to the 7-point rating 
scale questions. For all six dimensions, the higher the score the better. 

DISCUSSION AND CONCLUSIONS 
Swipe&Switch uses switching to and from the action region 
to delimit the swipe gesture. Experimental results suggest 
that users can enter words approximately 20% faster using 
Swipe&Switch (13.74 wpm) compared to EyeSwipe (11.54 
wpm) on average. Regarding peak velocity, a participant was 
able to enter a sentence at 33 wpm with Swipe&Switch, com-
pared to 21 wpm with EyeSwipe. Some participants indicated 
that Swipe&Switch takes practice to get used to. Overall, par-
ticipants considered Swipe&Switch to be a more “fluid” text 
entry method. 
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