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ABSTRACT
The aim of this paper is to present an automatic eyelid
measurement system based on digital video processing tech-
niques. Currently, the protocol to measure the palpebral fis-
sure (PF) and the marginal reflex distance (MRD) requires
the use of a millimetric ruler. This procedure is subject
to error and the accuracy and reproducibility of the results
depend on the experience of the examiner. The computer
vision system introduced in this paper uses two near infrared
light sources synchronized with the camera to robustly de-
tect and track the pupil, and then segment the limbus and
the eyelids. The corneal reflection generated by the light
sources are used to create a reference point that is used to
define the vertical line along which the measurements are
taken, and to determine when the patient is actually look-
ing at the camera. Our experimental results show that the
system is robust to the presence of eyelashes, glasses, and
contact lenses, and the measurements can be accurate to
tenths of millimeters.

Categories and Subject Descriptors
J.3 [Computer Applications]: Life and Medical Sciences;
I.4 [Computing Methodologies]: Image Processing and
Computer Vision—eye tracking, eyelid measurements

Keywords
Eye detection, eye tracking, eyelid measurements.

1. INTRODUCTION
A thorough palpebral (eyelid) exam can reveal several

pathological conditions caused by congenital, myocongenic,
neurological, neoplastic and/or traumatic processes. The
eyelid exam starts with the collection of the patient history
of present illness to acquire data such as the duration of the
condition, evolution, associated signs and symptoms, predis-
position factors, preceding treatments and the patient’s fam-
ily history [14, 6]. A complete ophthalmological exam fol-
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lows. It consists of measuring visual acuity, refraction, pap-
illary responses, neurosensory exam, evaluation of eyebrows,
upper and lower eyelid, ocular motility, biomicroscopy, oph-
thalmoscopy and tonometry [13]. At the end, the case is doc-
umented using photographs that can be used for pos-surgery
comparison, legal purposes, and as scientific evidence [5].

The common protocol to obtain eyelid measurements is
to measure distances against a ruler. Figures 2 and 3 show
pictures of eyes during the examination. Sometimes, pic-
tures of the eyes are taken so that the measurements can
be computed from the images later. These measurements
are used to characterize the severity of the pathology and
guide the ophthalmologist to choose the appropriate surgical
procedure [14].

As reported in [2], although the repeatability and repro-
ducibility of the measurements are clinically acceptable when
the technique of assessment is standardized, there is a learn-
ing curve associated with the experience of the examiner.

In this paper we introduce a computer vision technique to
automate this process. We have developed a device to detect
and track the pupil and corneal reflections robustly, measure
their image position and sizes using automatic image pro-
cessing techniques, and show how to compute the eye mea-
surements after a calibration procedure. The next section
describe the eye structure and the simplified model that is
used to compute the measurements. Section 3 describes the
procedure to obtain some common palpebral metrics, and
Section 4 introduces our computer vision system that auto-
matically measures the Palpebral Fissure and the Marginal
Reflex Distance from the video camera. Experimental re-
sults are presented in Section 5 and Section 6 concludes the
paper.

2. EYE STRUCTURE
The eye has an approximately spherical shape with a ra-

dius of about 12 mm [15]. The external parts of the eye
that are visible in the eye socket are the sclera (the white
part of the eye), the iris (the color part of the eye), and
the pupil located in the center of the iris. The cornea is
a transparent tissue, with a highly organized group of cells
and proteins, with no blood vessels, that protrudes toward
the front of the eye, covering the iris. It is constantly lubri-
cated by tears during blinking. The limbus is the transition
between the sclera and the cornea. In a healthy person, the
upper eyelid covers the cornea about 2 mm below the up-
per limbus and the lower eyelid passes tangently the inferior
limbus.

The eyelid is composed of protractor and retractor mus-
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cles. Protractor muscles are activated to close the eyelid,
and retractor muscles to open. The protractor muscles are
represented by the orbicularis oculi muscles. The upper eye-
lid retractor are the muscle of Mller and the levator palpe-
brae superioris muscle. The lower eyelid retractors are the
capsulopalpebral fascia and the inferior tarsal muscles [7, 9].

The iris controls the pupil size by the action of its dilator
and sphincter muscles. Its complex fibrillous pattern is due
to the elastic connective tissue that constitute these muscles.

Figure 1 shows our simplified 2D model of the eye, roughly
defining the surfaces that are segmented in this study. The
iris region is defined by two boundary circles, the inner circle
that corresponds to the boundary of the pupil and iris, and
an outer circle on the boundary of the iris and the sclera,
called limbus. Observe that the position of the upper and
lower eyelids are arbitrary in this model, they may or may
not occlude the iris, and, although the inner and outer circles
of the iris are not concentric, the distance between their
centers is not significant in this model.

Figure 1: Simplified 2D eye model. It contains the
iris region, defined by the inner (pupil) and outer
(limbus) circles of the iris, and the upper and lower
eyelids.

3. EYE MEASUREMENTS
As described earlier, the palpebral evaluation consists of

a thorough examination to collect data and measurements
using a ruler. Boboridis et al. [2] studied the repeatabil-
ity and reproducibility of upper eyelid measurements when
following a standard protocol to measure three basic mea-
surements: marginal reflex distance (MRD) for upper and
lower lids, upper slid skin crease (SC), and levator function
(LF). The procedures are as follows:

• MRD measurement: the patient is requested to look at
a light source and distances from the corneal reflection
to the upper and lower eyelids are recorded.

• SC measurement: the patient is asked to look down,
the upper lid skin fold is gently raised if necessary, and
the distance of the skin crease from the eyelid margin
is recorded.

• LF measurement: the patient’s eyebrow is first stabi-
lized by pressure exerted with the examiner’s thumb
and then asked to look fully up, then fully down, while
the excursion of the eyelid is measured against a ruler.
This procedure is repeated three times and the average
measurement is recorded.

For each measurement, the examiner must sit in front of the
patient at the same level and both look in the primary po-

sition. Their results suggest that interobserver and intraob-
server variability in assessment of upper lid ptosis using this
protocol was low and clinically acceptable. Figure 2 shows
how the upper MRD is measured.

Figure 2: Upper marginal reflex distance (MRD)
measurement.

Another commonly used measurement is the palpebral fis-
sure (PF), defined as the region delimited by the upper and
lower eyelids. The procedure measures the distance between
eyelids, when patient and examiner are looking in the pri-
mary position, along an imaginary vertical line crossing the
pupil center. Figure 3 illustrates how the PF is measured.

Figure 3: Palpebral fissure (PF) measurement.

4. DIGITAL VIDEO PROCESSING
There is a vast literature about eye detection and tracking.

A recent surveys about eye tracking is given by Duchowski
[4]. Applications range from eye as an input mode in com-
puter interfaces, iris identification, to neuroscience exper-
iments to investigate eye behavior. Image processing has
been demonstrated to be a reliable tool to compute palpe-
bral measurements [3]. The method was not fully automated
though, and because the results are computed from static
pictures (not a video) taken from a high resolution camera,
the picture must be carefully taken to avoid blinks, gaze di-
rection, interference from eyelashes, etc. Our technique is
able to detect when the patient is looking at the camera, so
the correct measurement can be taken.

The first step to capture a good image of the eye is to
control the illumination conditions. We use two near in-
frared (NIR) light sources to facilitate pupil detection and
eye feature segmentation. Once the position and size of the
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pupil is computed, the iris and eyelids are segmented using
a coarse-to-fine multiresolution strategy. Figure 4 shows the
block diagram of our eye feature segmentation technique.

Figure 4: Block diagram of the eye feature measure-
ment system.

The two NIR light sources are combined similarly to the
eye tracking systems described by Morimoto et al. [10]. An
NIR light source placed near the optical axis of a black and
white NTSC camera generates a bright pupil image, as seen
in Figure 5a. The bright pupil effect is a well known phe-
nomenon from night flash photography, and many cameras
today have settings to reduce the ”red” pupil effect. The
second light source placed far from the optical axis of the
camera generates a dark pupil image, as seen in Figure 5b.
These two light sources can be synchronized with the even
and odd frames of the B&W NTSC video camera that cap-
tures the eye image. From the subtraction of these two
frames, the pupil, as the larger connected region of high
contrast, can be easily segmented.

(a) (b)

Figure 5: (a) bright; (b) dark pupil images. Observe
that the pupil can be easily segmented using the
high contrast regions.

The corneal reflections correspond to bright spots, that
can be seen at the center of the pupils in Figure 5. Bright
spots may appear on the corners of the eye, particularly
when the eye is well lubricated with tears. Because we use
the corneal reflections to determine when good quality im-
ages can be used for measurements, the algorithm searches
for bright pixels near the center of the pupil region. When
bright pixels are detected near the pupil center, the images
are further processed to segment the limbus and eyelids. The
dark pupil image is used to detect the corneal reflection due
to the better contrast.

4.1 Segmentation of the limbus and eyelids
Once the size and position of the pupil is computed from

two consecutive frames of the video signal, the limbus and
eyelids are segmented using a coarse-to-fine multi-resolution
strategy. Since the sclera is predominantly white, the gradi-
ent around the iris-sclera boundary points towards the sclera
[8]. The knowledge of the expected direction of the gradient
is used to fit the external circle around the iris.

Horizontal and vertical image gradients can be computed
using the Sobel operator. Since the iris can be occluded by
the eyelids, the best edge points to fit the limbus circle are
the vertical edges. Therefore, only the strong gradients in
the horizontal direction are used to fit the limbus. We also
know that the filter returns strong negative values on the left
boundary region of the limbus, and strong positive values
on the right boundary. Figure 6 show the result of multi-
resolution algorithm to segment the iris and the eyelids.

Figure 6: Results of the multi-resolution algorithm
that segments the iris and the eyelids.

We assume a similar hypothesis to fit ellipses for the eye-
lids, i.e., the best edge points for the eyelids are mostly hor-
izontal, and therefore, only the strong gradients along the
vertical direction are used to fit the eyelids. We also know
that the filter returns strong positive values for the upper
eyelid, and strong negative values for the lower eyelid.

The iris segmentation starts by building a Gaussian pyra-
mid of the input image. Edge detection using Canny’s al-
gorithm, that returns thin edges, is applied to all pyramid
levels to create an edge pyramid. Examples of an image
pyramid and an edge pyramid are shown in Figure 7. Ob-
serve that at the coarsest levels of the pyramid, the high
frequency components that correspond to small details of
the image such as noise and eyelashes are filtered out.

Figure 7: Image and edge pyramids.
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The search for the outer circle starts at the coarsest level
of the edge pyramid, around a search box centered at the
pupil. Edge points to the left with strong negative responses
of the horizontal Sobel mask, and edge points to the right
of the search box with strong positive responses are used to
fit a circle. Once the circle is estimated for the lowest pyra-
mid resolution, it is refined using the next finer resolution
pyramid level.

The eyelids are segmented in a similar coarse-to-fine strat-
egy, after the segmentation of the iris. The position and size
of the iris defines a search box for the upper and lower eye-
lids at the lowest resolution of the edge pyramid. All pixels
inside the iris are automatically discarded, and only the edge
points with strong negative or positive responses from the
vertical Sobel mask are used to fit the ellipses for the eyelids.

4.2 PF and MRD estimation
The corneal reflection as seen in Figures 2 and 3 provides

the examiner a reference point to measure the MRD and PF.
The use of near infrared light makes the examination more
comfortable to the patient since it is practically invisible to
the human eye.

For our system, the corneal reflection is also used to in-
dicate when the patient is looking in the primary position.
Figure 8 shows the geometry of the image acquisition us-
ing the NIR light sources. The center of the camera, eye
and light source define a plane. The acquisition camera and
light sources can be placed at the patient’s eye level with
the help of a chin or head rest as seen in Figure 3. When
looking in the primary position the patient looks straight at
the camera. This situation can be automatically detected
by the system since the corneal reflection, as shown in Fig-
ure 8 appears in the center of the pupil. If the patient is
not looking in the primary position, his/her pupil will move
and the measurements will not be computed. This idea was
also explored in [1] to detect eye contact of the user with
the pupil detector, and in [11] for iris segmentation.

Figure 8: Geometry of the camera, eye and light
sources. The center of the camera, light and eye
define a plane. Observe that, when the eye looks at
the light source placed near the camera, the corneal
reflection (represented by a little start on the surface
of the cornea), the reflection lies in the center of the
pupil.

5. EXPERIMENTAL RESULTS
Figure 9 shows some results from the segmentation of the

pupil, iris, and corneal reflection (represented by the cross-
hair), using the hierarchical technique presented earlier. The
camera and NIR light sources were placed about 50cm from
the patient’s face. Note that the top left image in Figure 9
shows that the detection technique works also when the pa-
tient is wearing glasses, and the top right image shows a
particular case of an eye with long eyelashes that covers a
significant part of the iris and sclera. The contrast around
the iris were digitally enhanced to facilitate the visualization
of the results.

(a) (b)

(c) (d)

Figure 9: Results from the pupil, iris, and corneal
reflection segmentation. (a) person with glasses;
(b) eyelashes are covering large part of the iris and
sclera, (c) normal eye; and (d) eye with contact
lenses.

Figure 10 shows some results for the segmentation of the
eyelids for the PF and MRD measurements. The extension
in pixels of the vertical line that contains the corneal reflec-
tion in the center of the pupil, from the lower to the upper
lid, corresponds to the PF. The distance from the corneal
reflection to the upper and lower lids define the uMRD and
lMRD respectively, in image pixels. To convert the mea-
surements from pixels to millimeters, a picture of a ruler
was taken and used as reference (200 pixels in the vertical
direction correspond to 10mm). Table 1 shows the actual
measurements in pixels and in millimeters (the first number
is the measurement in pixels, and the second is converted to
millimeters).

Typical normal values for PF range from 9.7 +/- 1.2mm
[12]. Observe in Figure 10a that the right eye of the patient
was actually looking towards her left because her face was
not positioned correctly in front of the camera because no
chin or head rest were used during data acquisition. The
corresponding measurement is therefore smaller than nor-
mal. This problem can be easily solved by constraining the
patient’s head motion.

6. CONCLUSION
In this paper we have introduced a fast, robust, and ac-

curate computer vision system to measure the palpebral fis-
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(a) (b)

(c) (d)

Figure 10: Results from the iris and eyelid segmen-
tation. Observe that the system is robust to eye-
lashes and glasses.

FP uMDR lMDR
(a) 163 / 8.2 68 / 3.4 95 / 4.8
(b) 196 / 9.8 79 / 4.0 117 / 5.9
(c) 198 / 9.9 87 / 4.4 111 / 5.6
(d) 194 / 9.7 86 / 4.3 108 / 5.4

Table 1: Measurements from Figure 10, in pixels /
millimeters. All images were taken when the patient
was about 55cm from the camera using a fixed focus
lens. In this configuration, 200 pixels correspond to
about 10mm.

sure (PF) and the upper and lower marginal reflex distances
(MRDs). The system operates at video frame rates (30Hz)
and automatically detects when the patient’s eye is in the
correct position. Currently the system’s output is in pixels,
and the conversion to millimeters is still manual, but this
process is already being automated. Further experiments
are required to assess if the accuracy of the system clinically
acceptable, but the results presented in this paper are very
encouraging.

Several extentions are possible using video processing, such
as computing statistics of the measurements over a period of
time, such as average and maximum PF or MRD, computing
the eye blink rate, etc.
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77–152. Roca, 1997.

[15] G. Wyszecki and W. Stiles. Color Science: Concepts
and Methods, Quantitative Data and Formulae. John
Wiley & Sons, New York, 1982.

1373


