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Abstract

Eye gaze tracking (EGT) allow us to estimate the direc-
tion of gaze and the point of regard. This technique has
been successfully used as pointing device in computer in-
terfaces for people with disabilities, but significant techno-
logical advances are still required to make EGT appropriate
to be used in general computer interfaces. In order to im-
prove the EGT technology, a testbed where new devices and
algorithms can be evaluated must be defined. This paper
presents a survey of the methods used for EGT, and orga-
nize them into a computer vision framework, that we use to
support the development and evaluation of new techniques.
As an example of application of the framework, the calibra-
tion function used in the EGT developed in our laboratory
is tested, and the results show the precision of the method.
Higher accuracy of the testing results is achieved using syn-
thetic images generated by ray tracing, from a physically
based model of the eye.

1. Introduction

One of the main research goals of Human Computer In-
teraction (HCI) is to devise new interfaces to allow more
efficient interactions between humans and computers. Tra-
ditional graphic interfaces have focused on the communi-
cation from the computer to the user, taking advantages of
the large bandwidth of the human vision channel. Commu-
nication from the user to the computer has been restricted
to much slower channels, mostly mouse and keyboard. The
use of other means of communication may reduce this gap
and make future interfaces more user friendly.

An eye gaze tracker (EGT) is a device that computes the
user’s direction of gaze. If information about the objects in
the scene is available, the point of regard can be computed
as the intersection between the direction of gaze and the sur-
face of the objects. For HCI purposes, the monitor screen
can be considered the object of interest, and the EGT de-

vice could be used, for example, to control the cursor, as a
pointing device [8].

The majority of eye gaze research has concentrated on
using eye movement data to study perceptual or cogni-
tive processes [13] and the eye movement control mech-
anism itself. In these situations, the eye movements are
just recorded during the experiment, requiring retrospective
analysis of the collected data. Likewise, the technology can
be applied to testing software usability [2] and the effective-
ness of marketing materials.

The use of eye movements in human-computer dialogues
has been proven to be useful in interfaces for people with
physical disabilities [3, 15, 7], but since the ability of these
people to operate other devices is limited, an interface nor-
mally rejected as awkward or unnatural might still be ef-
fective. There is also research on using EGTs in situations
where the hands of the user are busy performing other tasks,
such as during airplane piloting [14] or to avoid repetitive
strain injury caused by the mouse.

Recent research seeks to use gaze tracking to provide an
effective input method to the majority of users [8, 6, 18, 20].
It has been demonstrated that interaction techniques based
on gaze tracking are at least as fast as the mouse [9], but
EGT technology has not reached the maturity to be ap-
plied to general computer interfaces. The main problems
with current technology, just to name a few, are its high cost
(a commercial system like LC Technologies’ Desktop Eye
Gaze System costs about US $15,000 [5]), the difficulty to
calibrate the device, and its intolerance to head movement.

In [12] we describe a low cost but robust EGT device. A
short description of the device is given in Section 2.3. The
robustness of the system makes it easier to calibrate, but
the system still do not compensate for head motions, requir-
ing the user to keep his/her head still. This paper introduces
a computer vision framework that will serve as a testbed
for the development and test of new EGT techniques. The
framework also defines the method for evaluating the tech-
niques using synthetic images generated by ray tracing, us-
ing a physical model of the eye.

To help the performance comparison of other techniques,
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in particular those suitable for HCI purposes, the next sec-
tion presents the current state of the art in eye gaze track-
ing technology, discusses their advantages, and points out
their problems. The EGT system used in our experiments is
described in Section 2.3. Section 3 details the computer vi-
sion framework used to continue our research on developing
and evaluating EGT devices based on computer vision tech-
niques. Sections 4 and 5 present the experimental tests and
the results of applying the framework to evaluate the cal-
ibration function used in our EGT system, and Section 6
concludes the paper.

2. Eye Gaze Tracking Techniques

Current gaze tracking techniques may be classified as in-
trusive and non-intrusive. Intrusive techniques require some
kind of physical contact with the user, and non-intrusive, or
remote techniques, can be done without any physical con-
tact. Since physical contact can be a cause of discomfort,
non-intrusive methods are more appropriate for general HCI
applications.

2.1. Intrusive Techniques

The degree of discomfort is also related to the intrusive-
ness of the method. The most intrusive ones use some de-
vice in direct contact with the eye, such as contact lenses.
Some methods require direct contact with the skin, while
other methods require devices to be in a fixed position rela-
tive to the eye or head, such as helmets.

2.1.1. Contact lenses. It is possible to track the user’s eye
and compute its direction of gaze with high accuracy (about
0.08o) using special contact lenses [4].

There are at least three known techniques based on con-
tact lenses.In the simplest method, the orientation of the eye
can be computed directly from mechanical levers placed on
the surface of the lenses.

A second method use very small mirrors placed on the
lenses, so that the orientation of the eye and the point of re-
gard can be computed from the reflections of light beams
directed to the mirrors.

A more sophisticated method use tiny induction coils
placed inside the lenses. High frequency electro magnetic
fields around the user’s head allow the measurement of the
eye orientation with high precision.

Despite the high accuracy, it’s the most intrusive tech-
nique. Non-slipping contact lenses are grounded to fit pre-
cisely over the cornea, and then a slight suction is applied
(mechanically or chemically) to hold the lens in place. It
is a very uncomfortable method and interferes with blink-
ing, thus its use is restricted to laboratory studies.

2.1.2. Electro Oculography. The electro-oculography
tracking technique is one of the least expensive. It is
based on the existence of an electrostatic field that ro-
tates along with the eye. Electrodes are placed on the skin
around the eye socket, and the movements of the eye are de-
tected from small differences in the skin potential captured
from the electrodes.

This technique does not require a clear view of the eye,
which results in large dynamic range of approximately 70o

[4]. But, it also requires direct contact with the user, elec-
trodes in this case, and according to Shaviv et al. [16] there
are several problems related to head and muscle movement
interference, signal drift, and channel crosstalk. It has low
accuracy of 1.5 to 2o [4].

2.1.3. Image Based Methods. There are several image
based techniques, such as limbus tracking, pupil tracking,
pupil and cornea reflection tracking, artificial neural net-
works, Purkinje image tracking, and so on. The camera can
be placed on a helmet, therefore in contact with the user, or
placed somewhere in the scene, i.e., remotely.

The limbus is the boundary between the white sclera and
the iris, which is the colored part around the pupil. Because
the high contrast between the iris and the sclera, the lim-
bus is easier to track than the pupil. Occasional covering of
the top and bottom of the limbus is a problem solved by the
”Longest Line Scanning” algorithm [10], which computes
the limbus center by finding the center of the longest hori-
zontal line in the visible part of the iris. Typically, systems
based on limbus tracking present better horizontal than ver-
tical accuracy (about 1 to 7o of vertical accuracy and 0.5 to
7o of horizontal accuracy [4]).

Pupil tracking is similar to limbus tracking, but the
boundary of the pupil and the iris is used instead. The ad-
vantages of this technique over limbus tracking are that the
pupil is not covered by the eyelids and the border of the
pupil is often sharper than of the limbus, resulting in higher
accuracy. But the contrast difference between the pupil and
iris is lower than between the iris and sclera, making it
harder to detect the edges of the pupils.

Both techniques are based on the position and shape of
the limbus or the pupil relative to the head, so either the head
must be held still, and in this case a chin-rest or a bite-bar is
used, or the equipment must be fixed to the user’s head. A
small mark attached to a user’s glasses can be adopted as a
reference point [10].

2.2. Non-Intrusive Techniques

The non-intrusive techniques are image based. Using
computer vision and geometric properties of the eye, it is
possible to compute the gaze direction without the need for
any kind of physical contact with the user.
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A ray of light entering the eye creates several reflections
on the boundaries of the lens and the cornea, called Purk-
inje images. The first and fourth Purkinje images are used to
compute the gaze direction by the Dual-Purkinje technique.
Despite its high accuracy of 0.017o, it requires a highly con-
trolled light incidence, because the fourth Purkinje image is
rather weak. Thus, it is not a technique suitable for applica-
tions outside controlled environments such as those in lab-
oratories.

Artificial Neural Networks (ANN) [1] can also be used
to estimate the gaze direction. Since it needs to see only a
small region around the eye, the entire face can be in the
field of view of the camera, increasing the user head mo-
bility. Training the ANN with images of the user’s eye and
head is necessary, but once it is done no calibration or re-
training is necessary before each new session. The low ac-
curacy of 1.3 to 1.8o [17] is its main disadvantage.

Based on this short survey, it is not surprising that most
commercial systems are based on the pupil-cornea reflec-
tion technique, since it is non-intrusive and it does not need
a controlled ambient light, such as the dual-Purkinje im-
age technique, and has better accuracy than the technique
based on ANN. Next we describe the EGT device devel-
oped in our laboratory, also based on this method, and that
relies on dual near infrared light sources to enhance the per-
formance of the system.

2.3. Robust Eye Gaze Tracker

Most commercial remote eye gaze tracking devices use
a single near infrared light source to generate a reflection
(glint) on the surface of the cornea (first Purkinje image).
This reflection is generally used as a reference point. Con-
sider a spherical cornea, so the position of the glint does
not change with cornea rotations, although the pupil posi-
tion does. The 2D vector defined by the glint and the pupil
center can be used to compute the point of regard using a di-
rect mapping from the pupil-glint vector to computer screen
coordinates. The mapping is computed during the calibra-
tion procedure, where typically the user has to fixate his/her
gaze at a few known scene points in a particular order. Al-
though the calibration procedure might take only a few sec-
onds, it has to be made before each user session, and once
the calibration is made, the head must remain still.

Figure 1 shows a picture of our eye gaze tracker, which
was developed in collaboration with the IBM Almaden Re-
search Center. It consists of two near infra-red light sources,
which are synchronized with the even and odd fields of the
interlaced video signal from the black and white camera,
as described in [12]. The use of two sets of near infra-red
lights instead of one increases the robustness of the EGT be-
cause the pupils can be more easily detected. The first light
source is positioned near the camera’s optical axis. When

Figure 1. Eye gaze tracker

this source is on, the camera sees a bright pupil, as in Fig-
ure 2a. This phenomenon is similar to the one that creates
the red-eye effect on flash photographs. The second light
source is positioned farther from the optical axis, and gen-
erates a dark pupil image, as can be seen in Figure 2b.

By subtracting the dark pupil image from the corre-
sponding bright pupil image, and binarizing the difference
image with a threshold, pupils can be easily detected (Fig-
ure 2c). First, a connected component labeling algorithm
detects all the blobs in the binary image. Then, geometric
properties of each blob, such as size and shape, are tested to
filter blobs with unexpected shapes, that cannot correspond
to pupils. Finally, the largest pupil candidate is selected.

2.4. Calibration Procedure

Assuming a static head, an eye can only rotate in its
socket, and the surface of the cornea of the eye can be ap-
proximated by a sphere. Since the light sources are also
fixed, the glint on the cornea of the eye is also stationary
and is taken as a reference point. The vector from the glint
to the center of the pupil represents the gaze direction in im-
age coordinates.

In order to transform the pupil-glint vector in image co-
ordinates to screen coordinates, we need to compute the fol-
lowing mapping:

xs = A ∗ xe (1)

where xs = (xs, ys)T is the column vector that repre-
sents the screen coordinates of the point of regard, and
xe = (xe, ye)T is the pupil-glint column vector that rep-
resents the direction of gaze. A is a matrix that contains the
transformation between the two groups of points.
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(a) (b) (c)

Figure 2. Bright (a) and dark (b) pupil images resulting from on and off axis illumination. (c) shows
the difference image of the dark image subtracted from the bright.

We use a second order polynomial transformation, de-
fined as:

xs= a0 + a1xe + a2ye + a3xeye + a4x
2
e + a5y

2
e (2)

ys= a6 + a7xe + a8ye + a9xeye + a10x
2
e + a11y

2
e

where ai are the coefficients of this second order polyno-
mial, (xe, ye)t is the pupil-glint vector and (xs, ys)t are the
screen coordinates. A set of corresponding points can be ob-
tained by a calibration procedure, where the user is asked to
fixate her/his gaze at certain known targets on the screen.
Each corresponding point defines 2 equations from (2). For
9 different known targets, 18 equations are produced and an
over determined linear system is obtained. The polynomial
coefficients for xs and ys can be obtained independently,
so that 2 simpler overdetermined systems can be solved us-
ing least squares. Notice that only 6 point correspondences
would be enough to compute the mapping.

Besides the increased robustness due to the pupil detec-
tion scheme, another great advantage of this system is its
low cost, since it was built using off the shelf components.

3. Computer Vision Framework

Testing the performance of a computer vision system is
a challenging problem because it is very hard to control the
input signal due to changes in camera parameters, noise,
objects in the scene, illumination conditions, and so on. Be-
sides, most vision systems have a large number of parame-
ters, such as thresholds or window sizes, that have a great
influence on its performance, and finding their optimal set-
tings is not quite straight forward. Therefore, in order to
further develop the system in a systematic way, the follow-
ing general framework is proposed. It is based on a pipeline
model that represents the modules required to build a re-
mote EGT device based on computer vision techniques, and
the flow and transformation of the information through the

pipeline. A block diagram of the model is shown in Fig-
ure 3. Most current commercial remote EGT have a similar
architecture.

The Image Acquisition (IA) module is responsible for
converting the input signal from the sensor, or multiple sen-
sors, to a suitable format. For example, the sensor could be
a stereo camera that outputs a 3D image to the Image Pro-
cessing (IP) module, and in the case of the system described
in Section 2.3, the module is responsible to deinterlace the
video signal and generate the bright and dark images.

The IP module processes the input data to filter and trans-
form the image information before features and other char-
acteristics can be processed by the Feature Estimation (FE)
module. The image difference and binarization processes
are done in IP module, and the blob segmentation and el-
lipse fitting are examples of the functions performed by the
FE module.

These features are then used, maybe in combination with
a calibration information, to estimate the direction of gaze
by the Gaze Estimation (GE) module. The calibration in-
cludes any information from the user that is required to

Figure 3. Block Diagram of an EGT Device
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compute the direction of gaze, and cannot be assumed by
the model or easily measured by the system. Finally, the
point of regard of the user can be sent to gaze aware appli-
cations.

The framework includes a test and evaluation module,
that can feed appropriate information for the IP module (or
another module such as the IA or FE modules). The per-
formance evaluation can be done more precisely using syn-
thetic images, but real data can be used as well.

Despite the fact that most computer vision systems for
EGT follow somehow a similar structure, new research
could benefit from a framework. With this, it’s easier to
compare the steps of different algorithms. It also has a struc-
ture that allows one to combine the most effective mod-
ules of different algorithms and evaluate these new com-
binations. For example, in [12], the center of the pupil is
computed as the center of mass of the blob. With this frame-
work, we could try an algorithm that computes the center of
the pupil by fitting an ellipse using the edges of the blob.
As a result of this experiment, we observed a more accurate
tracking of the pupil center, because in the previous method
the glint could interfere in the computation of the center of
mass. The glint is defined as a small region of bright pix-
els near the center of the pupil (often it appears within the
pupil region) and is detected by a simple search algorithm
using the dark pupil image. The ellipse fitting turn out to be
robust even when the glint appears on the edge of the pupil,
since most of its edges are not affected.

4. Evaluation and Tests

This section shows how the framework can be used
to test and evaluate EGT devices. The following experi-
ment shows the contribution of the calibration function as
a source of intrinsic errors of the system.

To eliminate other possible sources of errors, in partic-
ular due to imprecision and noise of the IA and IP mod-
ules, we will use synthetic images generated by ray tracing
of a physical model of the eye based on the Gullstrand’s eye
model [11].

4.1. Eye Model for Ray Tracing

The human eye has an approximately spherical shape
with a radius of about 12 mm [19]. The cornea is a transpar-
ent membrane, void of blood vessels, that protrudes toward
the front of the eye, covering the iris. The iris has a circu-
lar aperture in the center, called pupil, which regulates the
amount of light coming into the eye. Behind the iris there
is the lens, a biconvex multilayered structure. The shape of
the lens changes during accommodation, a process that al-
lows to bring the image of an object to a sharp focus in
the retina. Between the cornea and the lens lies the ante-

rior chamber which is filled with the watery aqueous humor
and in the space between the lens and the retina is the trans-
parent gelatinous vitreous body. The light that penetrates
the retina, has traversed the whole eye optic media, suffer-
ing reflection and refraction at each media boundary.

Different eye models describe the human eyes opti-
cal characteristics under different complexity levels. Gull-
strand’s schematic eye was adopted. Table 1 shows the light
path through the cornea until the retina. In this model, eye
structures are set as spherical surfaces.

Position Radius Refraction index
(mm) (mm) after surface

Cornea 0 7.7 1.376
0.5 6.8 1.336

Eyelens 3.2 5.33 1.385
3.8 2.65 1.406
6.6 -2.65 1.385
7.2 -5.33 1.336

Retina 24.0 -11.5

Table 1. Path of a light ray using the Gull-
strand’s eye model.

4.2. Camera, Monitor and Eye Setup

The optical center of the camera is assumed to be the
center of coordinates. The x coordinate points to the right,
the y up, and the viewing angle is z (a camera centered at
left-handed coordinate system). The camera’s vertical field
of view is 3.5o. The eye position is at P0=(0, 270, 600), and
the screen area is defined by the rectangle (about 18” in di-
ameter) with lower left coordinate (-183, 0, 0) upper right
coordinate (183, 274, 0). All coordinates are in millimeters.

Nine synthetic images of the eye at P0 looking at the cen-
ter points of a 3×3 grid on the monitor were generated for
calibration. Each grid was further divided into another 3×3
grid totalling 81 images for that position, that are used for
testing the calibration on other screen points, other those 9
used for calibration.

5. Experimental Results

The eye was positioned at thirteen different points and
81 images were generated at each of these points. For each
eye position, the eye is oriented to look at the 81 differ-
ent monitor locations. This will allows us to observe how
the accuracy of the calibration function decays with eye (or
head) motion. So the eye position is move in the x, y and
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z axis, and a total of 1134 ray traced images were gener-
ated for this experiment. For each position the eye gaze was
estimated and compared to the real point of regard.

Figure 4 shows the computed errors along the screen for
the eye positioned at P0, the average error is 8.07 mm for
this position, or about 0.8o.

Figure 4. Errors (in mm) along the screen for
eye at P0.

Translating the eye along the x axis resulted in small
variations of the average errors. Figure 5 compares the aver-
age errors at each of the nine screen grid coordinates for the
eye at P0 and the eye positioned at (-100, 270, 600). Note
that when the eye is moved to a new position, the camera
direction was changed to keep the eye in its view, but the
same calibration parameters are used. The average error is
9.92 mm for this second point.

Figure 6 shows the comparison for the eye at P0 and
at (0, 270, 700), a translation in z. The average errors in-
creases to 40.56 mm in this position, showing that this cal-
ibration function is more sensitive to eye movements along
the z axis (scale).

The average error for the eye positioned at (0, 170, 600)
is 21.76 mm, what shows that the technique is not very ro-
bust for movements along the y axis as it is for lateral move-
ment. From these experiments it is clear that this model is
less robust for movements along the z axis than it is for the
others.

Figure 5. Average screen grid errors (in mm)
to eye at P0 and at (-100, 270, 600).

Figure 6. Average screen grid errors (in mm)
to eye at P0 and at (0, 270, 700).
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6. Conclusion

We have introduced a computer vision framework for re-
mote eye gaze tracking (EGT) that can serve as a testbed for
the development and performance evaluation of new EGT
techniques. The framework was successfully applied to tun-
ing our current EGT system, and also used to evaluate the
accuracy of the calibration function. Based on the exper-
imental results obtained using synthetic images generated
by ray tracing and using a physical model of the eye, we
observed that the simple second order polynomial mapping
function is enough to generate a better than 1o accuracy. Fu-
ture work includes testing and comparing other functions
for the mapping between the pupil-glint vectors and screen
coordinates, and develop and test new models that can elim-
inate the requirement of keeping the head still during the op-
eration of the system.
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