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ABSTRACT

Eye-typing is an important tool for people with physical dis-
abilities and, for some, it is their main form of communica-
tion. By observing expert typists using physical keyboards,
we notice that visual throughput is considerably reduced in
current eye-typing solutions. We propose AugKey to improve
throughput by augmenting keys with a prefix, to allow con-
tinuous text inspection, and suffixes to speed up typing with
word prediction. AugKey limits the visual information to the
foveal region to minimize eye movements (i.e., reduce eye
work). We have applied AugKey to a dwell-time keyboard
and compared its performance with two conditions with no
augmented feedback: a keyboard with and one without word
prediction. Results show that AugKey can be about 28%
faster than no word prediction and 20% faster than traditional
word prediction, with a smaller workload index.
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INTRODUCTION

Typing is a highly cognitive task that requires a lot of train-
ing. Expert typists using physical keyboards look at the text
area most of the time and rarely at the keyboard during typing
to achieve rates of about 90 words per minute (wpm), while
novices can in general type at least 10 wpm, and experienced
programmers between 30-60 wpm [3].

Eye-typing is the activity of entering text using eye move-
ments. This activity is particularly important for people with
physical disabilities and, for some, it is their main form of
communication. Most of the work in eye-typing focus on
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the problem of “how to select a key” on a virtual keyboard,
for example, using dwelling [16], saccades (fast eye move-
ments) [17], and eye gestures [6, 30, 31]. The choice of
gaze selection technique is an important issue in the design
of gaze-based interfaces because it defines how unintended
selections are avoided (i.e., how the Midas touch problem is
solved). Other relevant design issues are how to deal with the
low accuracy and precision of eye trackers, calibration drift,
and ease of use and learn. The focus of this paper will be
on improving typing speed and accuracy using selection by
dwell-time because it is the most commonly used technique,
though the solution can be extended to other gaze selection
methods. At times, we will also compare eye-typing with typ-
ing using a physical keyboard to help the reader understand
the problems and the solution presented in this paper.

There is certainly a trade off between typing speed and ac-
curacy. It is sometimes said, for example, that expert typ-
ists achieve speeds of 90 wpm with 90% accuracy [3] using a
physical keyboard. Salthouses [22] reports an error range of 1
to 3.2% for transcription typists and Landauer [9] speculates
based on Card, Moran, and Newell’s text editing study [2]
that expert typists spend 35% of the time dealing with errors.
Therefore, treating and avoiding errors should be carefully
considered to improve typing performance. Detecting errors
while eye-typing is particularly hard because the user must
gaze at the keys and cannot see the text area. Overall, be-
cause users must constantly switch between the subtasks of
key selection and visual text verification, eye-typing is con-
siderably slower than typing using physical keyboards since
these subtasks can be performed in parallel. For example,
eye-typing speeds using dwelling is about 10 wpm [16, 21],
after about 10 training sessions.

Physical keyboards are haptic devices that give instant feed-
back when a key is pressed. This feedback helps the user to
keep the typing rhythm and detect some kinds of error, such
as a missing selection or multiple selection of the same key.
Different feedback techniques have been suggested to indi-
cate when and which key is selected by gaze. For dwell-time
keyboards, some kind of visual timer or progress bar is dis-
played near the focused key to indicate when the dwell-time
is over, as seen in Figure 1 (left-hand side). To confirm the
selection, the key is highlighted and an audible beep or click
sound is played. Majaranta et al. [15] studied the effect of a
synthetic speech feedback, so the user can hear the letter that
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Figure 1. Dwell-time based virtual keyboards without word prediction (left) and with word prediction list (right). The ’s’ key has the user focus,

indicated by the progress bar below the key.

was typed. Despite interesting results, the authors found that
spoken feedback does not support the typing rhythm, and that
it causes problems with short dwell times.

Word prediction lists, common in soft keyboards, have been
suggested to improve eye-typing speed [11, 12, 27, 31]. Fig-
ure 1 (right-hand side) shows an eye-typing interface with
word prediction. The best word candidates, computed using
the typed text and a language model [12], are presented in a
short list on the right-hand-side of the keyboard.

Because the word list is presented in an area near but sepa-
rated from the virtual keys, the user needs to stop typing and
search the list for the desired word. If the word is found (word
hit), the remaining letters of that word are typed with a single
word selection. On the other hand, if the word is not in the list
(word miss), then the user needs to continue eye-typing indi-
vidual characters and, eventually, scan the word list again.

While word hits can improve performance by reducing the
number of keystrokes, word misses reduce performance due
to the time spent switching focus between keyboard and the
word list, and searching the list. Koester and Levine [8] stud-
ied the effect of word prediction on participants’ performance
with virtual keyboards, controlled by either a mouth stick or
a hand splint. Koester and Levine instructed participants to
search the list of words before every selection, and/or type
the first two letters of the word and then scan the list. The
authors reported that the use of word prediction did not im-
prove performance for able-bodied participants, and reduced
performance for people with spinal cord injury. Pouplin et
al. [19] reported also that the use of word prediction in vir-
tual keyboards did not improve performance for people with
disabilities, without any forced strategy of use.

In this paper we take a more holistic approach to eye-typing
by modeling this task as a collection of visual subtasks. In-
stead of focusing on the gaze selection technique or some
other subtask, our design combines key selection, text inspec-
tion, error detection, and word prediction in the same frame-
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work. The next section introduces AugKey, an augmented
eye-typing technique designed to improve visual throughput.

AUGMENTED EYE-TYPING

Visual feedback of current eye-typing methods basically con-
sists of highlighting the key that has the user focus. Because
each subtask demands different information, the area around
the letter contained in a key can be augmented, i.e., it can be
used to improve the visual feedback. By improving the visual
information throughput, we expect to minimize the eye move-
ments required to collect the augmented information. We call
this technique AugKey.

AugKey exploits the foveal region of visual perception. The
fovea is the part of the retina that contains the highest con-
centration of color photoreceptors, permitting humans to see
about 2° with high acuity [23]. Considering the design of
gaze based interfaces, because eye tracking accuracy is typi-
cally about 1°, having each key with size 2° or more makes
the system more robust to eye tracking errors, and having
the feedback limited to within the foveal region allows the
user to capture the visual information with a single fixation.
Though it would be possible to exploit a wider area around
the fovea (the parafovea), letter recognition in the parafovea
is slower [23] and users would be tempted to move their eyes
off the key to see the augmented feedback, possibly slowing
down the interaction or causing typing errors.

Eye-typing by dwelling requires the user to fixate on the key
to be typed. Around the character within each key, AugKey
presents two augmented feedbacks, a prefix and a suffix, as
seen in Figure 2a.

Augmented Prefix

Due to our foveated visual perception, even expert typists that
can concentrate on the text area using a physical keyboard can
only perceive the last few typed characters. By providing the
user with an augmented prefix feedback showing just a few
typed characters preceding the focused key, AugKey allows
the user constant visual inspection of the last typed letters, as
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Figure 2. Graphical representation of the AugKey feedback method in a dwell-based keyboard with word prediction. a) Augmented information shown
in the area of the focused letter / while the user is writing the word feeling. The prefix (orange fee) corresponds to the last 3 typed letters. The suffixes
(green ings, ing, and s) form, together with the prefix and the /, the next 3 words on the list if the letter / is selected. b) After selecting the /, the list of
words is updated (according to the suffixes) and the user focused on the word feeling. The prefix (a_) and the the next words that will be on the list (of,
for, and to) if the word feeling is selected are shown in the area of the focused word. c¢) Keyboard status after selecting the word feeling. The list of words
is updated with the words shown in b) and the word feeling was completed in the text area.

seen in Figure 2a. The 3 orange letters (“fee”) cover about 1°
of the visual angle in the current AugKey implementation.

Constant inspection allows faster error detection. To help
with error correction, when the user fixates on the backspace
key, the interface highlights the letter(s) that will be deleted.
More than one letter can be deleted when the letters were
completed from a predicted word selection. Figure 3 shows
an example where the highlighted letter ¢ will be deleted
when the backspace is selected.

Augmented Suffixes

AugKey uses augmented suffixes to show the 3 most probable
words that will appear in the word prediction list if the focus
letter is selected.

Figure 2a illustrates the idea. In Figure 2a the typed text is “a
fee” and the language model predicted the words feed, feel,
and feet, shown in the word list. Because the user is focusing
on the letter /, the interface computes new predictions consid-
ering [. The new predictions are the words feelings, feeling,
and feels. Those newly predicted words are not shown in the
word list, so the contents of the word list is always consistent
with the text that was actually typed.

AugKey shows the new set of words as suffixes of the focused
character [, shown in green in Figure 2. This design allows
the user to decide if the next selection will be another key
(because the word list does not contain the desired word) or
from the word list, after the current key is selected. Figure 2b
shows the augmented keyboard after selecting / and the user
focusing on the word feeling. Figure 2c shows the keyboard

a fee_

Figure 3. Feedback shown in the backspace key. The text that will be
deleted is highlighted.
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after the word is selected by dwelling. Observe that the word

feeling was completed in the text area. A white space is auto-

matically appended to the text after completing a word. The
list of words is updated after the user shifts the gaze away
from the selected word (or key). If the focused key is not
selected, then the word list remains the same, and different
suffixes are shown when the user focuses on another key.

To evaluate the AugKey method and compare it with existing
word prediction methods, we conducted an eye-typing study
that is described in the next section.

GENERAL METHOD

The objective of the eye-typing study was to compare
AugKey with other dwell-time based eye-typing methods.
The study was divided into two experiments. Experiment 1
compares AugKey with a virtual keyboard with no word pre-
diction (NoWP), and Experiment 2 compares AugKey with
a similar keyboard but with word prediction (WP). The ex-
perimental procedures were approved by the Ethics Review
Board of the Institute of Biomedical Sciences of the Univer-
sity of Sdo Paulo.

Participants

Altogether, 8 participants (4 female) with mean age 32 (+7)
years old took part in the study. All had normal or corrected
to normal vision using contact lenses or glasses. Seven partic-
ipants were able-bodied, and one of them was quadriplegic.
Two participants had already participated in studies with eye
trackers, but not eye-typing. The participant with quadriple-
gia uses a mouth stick to type in a regular laptop, and had par-
ticipated in an experiment with a virtual keyboard controlled
by electro-oculography. The other 5 participants had never
used an eye tracker before. All participants were familiar
with the QWERTY layout and had at least 10 years of expe-
rience using computers. One participant was a native English
speaker, three participants were native Spanish speakers, and
four participants were native Portuguese speakers.

Apparatus

Eye movements were tracked using an SMI RED500 remote
eye tracker, with a sampling frequency of 500 Hz. The eye
tracker is attached to the bottom of a 22 LCD monitor with a
resolution of 1680 x 1050 pixels. The monitor was placed at
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about 60 cm from the participants eyes. A chin rest was used
during the experiment to reduce head movements and avoid
calibration drifts. The participant with quadriplegia did not
use the chin rest, because of the wheelchair. The experiment
was conducted in a room with artificial illumination and no
direct sun light.

Keyboards implementation

All three virtual keyboards were implemented in C++ with
OpenGL. Figure 1 shows the NoWP and the WP keyboards.
The AugKey keyboard is similar to the WP, and includes the
augmented feedback shown in Figure 2. The keyboards are
composed of a text area that shows the text to be transcribed,
and also displays the text as it is typed, a QWERTY virtual
keyboard, and a word prediction area that was empty for the
NoWP keyboard.

The keyboard keys are virtual circles with diameter 3.2° of
visual angle. Each key is shown without edges, i.e., only its
character is shown to facilitate reading the prefix and suffixes.
A key receives the focus after a short fixation (50 ms), and a
progress bar below the character is displayed in all keyboards.
Once the key is selected, the character turns orange and a
short “click” sound is played. Its color returns to white once
the key looses focus. Similar to previous studies [13, 20, 21],
participants were able to adjust the dwell time manually by
pressing keys in the physical keyboard. Participants were free
to adjust the dwell time at any time during the experiment.

The backspace key undoes the last selection. If the last selec-
tion was a word completion, then the letters corresponding to
the last suffix are deleted. Otherwise, the last typed character
is deleted. Visual feedback of the characters to be deleted by
the backspace is provided by highlighting the characters.

The most probable words are computed using the Presage
software [28] (formerly known as Soothsayer). Presage uses
a combination of unigram, bigram and trigram to compute
word prediction probabilities given a training text and a con-
text (typed text). Presage was configured to return the 3 most
probable words. The auto-learning option was disabled to
guarantee the same probability for all participants along the
experiment.

The set of English phrases that participants transcribed dur-
ing the experiment are from MacKenzie and Soukoreff [10].
The order of presentation of the phrases for each participant
was randomized, without repetition within each experiment.
In order to accommodate all available volunteers in their na-
tive language to get their best performance, the phrases were
translated to Spanish and Portuguese. Presage was trained
for each language using training data from Dasher. Extra
training data (text downloaded from the Internet) was used
to achieve a maximum keystrokes saving rate for Spanish and
Portuguese similar to English. All words were added in ran-
dom order.

Data recording and analysis
For every session the software recorded all keyboard events
such as focus, selection, and dwell-time adjustment. Gaze
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events, such as fixations and saccades, as well as the gaze po-
sition, were also recorded. The following metrics were used
to evaluate the methods:

1. words per minute: number of typed words per minute,
considering that a word is a sequence of 5 characters in-
cluding white spaces [1].

2. keystrokes per character: represents the number of key
selections needed to produce one character in the final
text [24].

3. uncorrected error rate: represents the errors left in
the final text, computed using the Minimum String Dis-
tance [24].

4. rate of backspace activations: reflects the number of
times the backspace key was selected [7].

5. number of fixations in the word list: reflects how often
participants looked at the word list. This metric is impor-
tant to show if participants were confused when using the
method without word prediction.

6. word selection rate: reflects how often participants se-
lected the top, central, and bottom words of the list of pre-
dictions. Is computed as the percentage of the number of
word selections relative to the overall number of selections.

The first four metrics are used to evaluate the performance of
the methods and the last two are used to attest the correctness
of the experimental design.

In studies using word prediction, factors such as the quality of
predictions and the number of predicted words can influence
the results [21, 25, 26]. To evaluate the relative improvement
resulting from word prediction we introduce the percentage
of maximum performance improvement (MPI) as an upper
bound of the performance that one could achieve in each lan-
guage relative to the no prediction condition.

To compute MPI, we start with the computation of the min-
imum keystrokes per character (KpC) for all phrases in En-
glish, Portuguese, and Spanish using the Presage simulator
tool [28]. This minimum KpC represents the best possible
economy of keystrokes given the phrases and the training
text. To compute this value, we simulated the keyboard mak-
ing 3 predictions and completing words as soon as they were
predicted. Presage can predict words at the beginning of a
phrase, with no letters typed, from the texts used for training.

Suppose that for a phrase of length n, the minimum KpC is k.
To compute the MPI we assume that participants take about
the same time (¢ seconds) to select a key (either a letter or a
word). With no word prediction, typing n characters would
take nt seconds (assuming no errors are committed and/or
corrected). With word prediction, typing the same n char-
acters would take knt seconds. Hence, performance with no
word prediction is 1/t characters/second and with word pre-
diction is 1/(kt) characters/second.

The performance improvement of using word prediction is
1 1 1-k

= — 1
kt t kt )



Health Support

Minimum
Language
guag KpC MPI
English 0.57 75.43%
Portuguese 0.59 69.49%
Spanish 0.63 58.73%
Mean 0.6 66.6%

Table 1. Optimal theoretical limits for keystrokes per character and per-
centage of maximum performance improvement for each of the phrases
set (English, Portuguese, and Spanish) given their corresponding train-
ing texts.

Expressing this result as percentages of performance im-
provement relative to the no word prediction condition, we
have that:

MPI =% -100% )

For example, a minimum keystrokes per character of 0.5
means that the maximum performance improvement is 100%,
i.e., twice the number of letters can be typed in the same time
interval. Table 1 shows the minimum keystrokes per char-
acter and the percentage of maximum performance improve-
ment for the three sets of phrases given their corresponding
training texts.

User experience was evaluated using questionnaires at the end
of the experiments. To compare the overall workload expe-
rienced by the participants with each method, we applied the
NASA task load index test [S]. This test is composed of two
phases. In Phase 1 participants have to rate six different sub-
scales, and in Phase 2 they evaluate the contribution of each
subscale to the overall workload. The test was performed ac-
cording to the instructions described in the Paper and Pencil
version [5].

EXPERIMENT 1: AugKey X NoWP

The objective of the first experiment was to compare the per-
formance of AugKey with a dwell-time keyboard with no
word prediction.

Design

Experiment 1 followed a within-subjects design with two in-
dependent variables. The first variable is Met hod, with two
levels: no word prediction (NoWP) and AugKey. The second
independent variable is Session (1-12). Participants were
considered as the repeated measures factor.

The first 6 sessions were practice sessions. Because the basic
principle of dwelling is present in both methods and practic-
ing with AugKey also reinforces learning the NoWP method,
all participants were trained using dwell-time eye-typing with
AugKey only, as practice sessions for both methods, and later
they were introduced to the baseline condition (NoWP).

From the 7% to the 12" session, participants alternated the
method between consecutive sessions. Altogether, there were

3537

#chidgood, CHI 2016, San Jose, CA, USA

9 sessions with AugKey and 3 sessions with NoWP, making a
total of 12 sessions. The 12 sessions were divided in 5 blocks.
The first two blocks had 3 sessions with AugKey. The re-
maining 3 blocks had 2 sessions each, one with AugKey and
one with NoWP. Each session had a duration of at least 6
minutes, in which participants typed at least 7 phrases in their
native language. Between consecutive sessions of the same
block there was a rest period of 5 minutes. Between two con-
secutive blocks there was at least a 2 hour rest period. At
most two blocks were executed in the same day.

Procedure

Before the first session, participants were introduced to the
experiment, signed the Informed Consent Form, and an-
swered a short demographic questionnaire.

Following the introduction, the eye tracker was calibrated for
each participant. After calibration, participants performed a
short training session eye-typing a few senteces (3 to 5) with
both methods (AugKey and NoWP). As part of this training
session, participants filled out the NASA task load index to
get familiar with the test. Data from the training session, in-
cluding the NASA test, was not considered for data analysis.

The first session started after the training session. To present
a phrase, participants had to press the space bar in the com-
puter’s keyboard. They were instructed to read and remember
the phrase, and to eye-type it as fast as possible, correcting er-
rors only when detected within the word being typed. Every
phrase ended with a period. At the end of the 6 session par-
ticipants filled out the NASA task load index test for AugKey.
At the end of the 12" session, participants filled out the test
for NoWP.

Results and discussion of Experiment 1

The eye typing performance for each phrase was considered
from the selection of the first character to the selection of the
period. Only two phrases were discarded from analysis, one
had no period and the other had two periods before the end.
For each participant and session, the grand mean of the 4 per-
formance metrics was computed using all phrases, for both
experimental conditions (AugKey and NoWP).

Results of the 9 sessions with AugKey are shown in Figure
4 for words per minute, keystrokes per character, uncorrected
error rate, and rate of backspace activations.

The topmost graph in Figure 4 shows that the typing speed
with AugKey was about 12 words per minute in the 1% ses-
sion, improving to above 15 words per minute in the 9" ses-
sion. Performance improvement along sessions followed a
power curve of the form y = 11.7x%!, R* = 0.94, where x
is the session number and y represents the number of words
per minute. The number of keystrokes per character shown in
Figure 4 remained below 1 in all sessions. The uncorrected
error rate graph in Figure 4 shows that the errors remained be-
low 0.8% along the 9 sessions, revealing that the participants
were very careful during typing. The rate of backspace acti-
vations graph shown in Figure 4 shows that corrections were
made about 10% of the selections.
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Figure 4. Grand mean and one standard deviation of words per minute,
keystrokes per character, uncorrected error rate, and rate of backspace
activations for AugKey along 9 sessions.

In the last six sessions participants alternated the use of
AugKey and NoWP. To facilitate comparison and analysis
of the results, the last six sessions were grouped into three
sessions with two conditions each (AugKey and NoWP).

The grand mean of the three sessions is presented in Fig-
ure 5 for words per minute, keystrokes per character, un-
corrected error rate, and rate of backspace activations. Note
that the last 3 AugKey sessions are repeated in this figure.
Data from these metrics was analyzed using a two-way re-
peated measures ANOVA with Method (NoWP, AugKey)
and Session (1-3) as independent variables. Participants
were considered as the repeated measures factor. ANOVAs
did not reveal a significant effect either for Session, or
a significant interaction between Method and Session.
Hence, we describe next the statistical results for Met hod.
The values of p and the degrees of freedom were corrected
using the Greenhouse-Geisser correction method, in case of
sphericity violations.
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Figure 5. Grand mean and one standard deviation of words per minute,
keystrokes per character, uncorrected error rate, and rate of backspace
activations for the last three sessions, for AugKey and NoWP.

ANOVA using the data shown in the words per minute graph
in Figure 5 revealed a significant main effect of Method,
F(1,7) =43.09, p <0.001, n,? =0.86, with AugKey being
faster than NoWP. As observed in Table 2, the performance
improvement with AugKey was about 29% compared with
NoWP. Remember from Table 1 that the maximum theoreti-
cal performance improvement is 66.6%. Hence, participants
improvement was about half the maximum improvement that
could be achieved in this experiment.

ANOVA using the data from the keystrokes per charac-
ter graph in Figure 5 revealed a significant main effect of
Method, F(1, 7) = 66.92, p < 0.001, npz =0.91. The smaller
keystrokes per character for AugKey was expected, since with
word prediction it is possible to enter several letters with a
single selection. Without word prediction, the smallest po-
tential keystrokes per character is 1, given that no errors are
committed or corrected. When errors are corrected, this value
is greater than one.
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Method Performance  Improvement relative to NoWP

NoWP  11.86 (+2.82) -
AugKey 1531 (+£3.52) 29.11%

Table 2. Grand mean and one standard deviation of performance for
the last three sessions, and percentage of performance improvement for
AugKey.

Considering the uncorrected error rate graph in Figure 5,
ANOVA did not show a significant main effect for Method,
F(1,7)=2.81,p=0.14, n,,z = 0.29. Hence, participants were
very careful not to leave errors in the final text with both
methods.

The rate of backspace activations graph in Figure 5 was
within 6% and 10% in the last 3 sessions and were similar
for both AugKey and NoWP, with no significant difference,
F(1,7)=0.76, p =0.41, 7],,2 =0.1. Therefore, in the last 3
sessions, for every 10 keys selected, about 1 corresponded to
a correction.

Correctness of the experimental design

Our experimental design assumed that by practicing exclu-
sively with AugKey the user would also learn to use NoWP.
If this assumption was not correct, we would expect to see
very different learning curves for AugKey and NoWP. In par-
ticular, we would expect to see a steeper slope in the learning
curve of NoWP in the last 3 sessions. Nonetheless, as can
be observed in Figure 5, the performance curves for words
per minute, keystrokes per character, uncorrected error rate,
and rate of backspace activations were almost parallel to each
other. This is supported by statistical analysis, since ANOVAs
did not reveal a significant effect either for Session, or
a significant interaction between Method and Session.
Hence, the results support that the experimental design did
not affect the validity of the study.

An analysis of the number of fixations in the word list re-
gion further attests the validity of the experimental design.
We found that, in the last 3 sessions, participants looked at
the word list between 83 to 86 times on average per session
typing with AugKey. With NoWP participants made close
to zero fixations on average within the word list region (av-
erage is below 1). This result indicates that the performance
with NoWP was not affected due to participants wasting time
looking at the word list. As an example, Figure 6 shows the
fixations made by one participant in two consecutive sessions:
one without acceleration (top) and the next one with AugKey
(bottom). Fixations are shown as semi-transparent circles
with their radius proportional to the fixation duration (mini-
mum fixation duration was set to 150 ms). As can be observed
in Figure 6, the participant did not fixate at the area corre-
sponding to the predictions when s/he typed without acceler-
ation, and made several fixations while typing with AugKey.

To investigate how often acceleration was being used, the
word selection rate was averaged for all participants in the
last 3 sessions. Results showed an overall word selection rate
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of 19.4%, i.e. about 1 word for every 5 selections. It means
that participants were effectively using the word prediction
feature. We have also computed the rate of each word accord-
ing to its position in the list. The middle word was the most
often selected with a 8.4% rate (about once every 12 key se-
lections), the top word was second with a 7.8% rate, or about
once every 13 key selections, and the bottom word was last
with a 3.2% selection rate (about once every 31 selections).
It is worth mentioning that the order of word selection rate
(middle, top, bottom) corresponds to the word order given by
the word prediction software (most to least probable).

Workload index

Figure 7 shows participants workload index for AugKey and
NoWP. As can be observed, 6 participants experienced a
lower workload with AugKey. The mean workload was
similar for both methods: 5.25 (£3.33) for AugKey and
5.88(£3.04) for NoWP. A Friedman test showed no signifi-
cant difference between the two methods, )(2(1) =2,p=0.16.

Dwell time adjustment

The initial dwell time was 500 ms for letters and 800 ms for
words for all participants. There were no particular strategy
we could identify in our data. Some increased the dwell to
600 ms and then lowered it to 250 ms, some lowered it down
to 200 ms and then increased it back to 300 ms, while oth-
ers changed little and maintained dwell within 400 to 500 ms.
The dwell-time used in the last session was between 250-500
ms for AugKey (mean 406 ms) and 300-500 ms for NoWP
(mean 412 ms). Only one of the participants were still exper-
imenting with the dwell time (the volunteer that tried 250 ms
and then increased it to 300 ms).

Subjective evaluations

At the end of the experiment, participants were asked to in-
dicate which method was perceived as faster, more comfort-
able, and less error prone. All participants chose AugKey
over NoWP.

Overall, results from Experiment 1 show that eye typing
speed was greater with AugKey (about 29% from a maximum

Press «<space> to start, Lateney
cuAr: 500 [alz]

q w i ' ‘t y »:
“ ' ‘d 53 g h j k 1.
z X & Y . .b *, "‘ . <.

cuar: 500 [alz]
WORD: 800 [k|m]

q W oage Ny t y u W .0, P, S
a “s d f g h j k 1 $
z X fed ~ X b Ng My * to

Figure 6. Fixations (semi-transparent circles) made by one participant
while typing without acceleration (top) and with AugKey (bottom) in
sessions 7 and 8, respectively.
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Figure 7. Participants workload index for AugKey and NoWP.

theoretical improvement of 66.6%) compared to NoWP. Par-
ticipants also found the new feedback method faster, less error
prone and more comfortable.

In Experiment 2 we compared the AugKey method with a
traditional dwell-time virtual keyboard with word prediction.

EXPERIMENT 2: AugKey x WP x NoWP

The objective of the second experiment was to compare the
performance of AugKey with a traditional dwell-time key-
board with word prediction (WP). Since performance im-
provement is computed relative to the condition with no word
prediction, we also included NoWP in this experiment. The
behavior and appearance of the dwell time keyboard with WP
is similar to the AugKey keyboard, but with no prefix and suf-
fixes. Hence, the visual feedback in WP was formed only by
the progress bar and the color change of the focused letter af-
ter selection. The same audible feedback used in Experiment
1 was used in this experiment.

Participants

Seven people (3 female) participated in this experiment, all
from Experiment 1. This guaranteed that participants had
about the same training in eye typing with dwell-based vir-
tual keyboards.

Design and procedure

Experiment 2 was a within-subjects design with Method
(NoWP, AugKey, and WP) and Session (1-3) as indepen-
dent variables. Participants were considered as the repeated
measures factor. The experiment was divided in 3 sessions
executed in a single visit to our lab. In each session, partici-
pants typed using the three methods. The order of the meth-
ods was random for each participant. The procedure of this
experiment was similar to Experiment 1.

Results and discussion of Experiment 2

Results of Experiment 2 are shown in Figure 8 for words per
minute, keystrokes per character, uncorrected error rate, and
rate of backspace activations. Each figure shows the grand
mean and one standard deviation computed with data from
the 7 participants along the 3 sessions. Data was analyzed
using a two-way repeated measures ANOVA. The indepen-
dent variables were Method (NoWP, AugKey, and WP) and
Session (1-3). Participants were considered as the within
factor. After running the ANOVA tests, we found neither a
significant effect of Session, nor a significant interaction
between Method and Session. Hence, we report next the
statistical results for Method.
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Figure 8. Grand mean and one standard deviation of words per minute,
keystrokes per character, uncorrected error rate, and rate of backspace
activations for NoWP, AugKey, and WP along 3 sessions.

ANOVA using the data from the words per minute graph
in Figure 8 revealed a significant main effect of Method,
F(2, 12) =21.19, p < 0.001, 17,> = 0.78. A post-hoc test with
Bonferroni correction showed a statistically significant differ-
ence between AugKey and WP, p = 0.028, and also between
AugKey and NoWP, p = 0.0026. The difference between WP
and NoWP was not significant, p = 0.15. Hence, participants
had a higher text-entry speed with AugKey compared to both
NoWP and WP along the 3 sessions. Table 3 shows that the
mean improvement with AugKey was about 19% compared
to WP, and about 27% relative to NoWP. This speed improve-
ment is compatible with the results of Experiment 1, where
participants performance improved about 29% with AugKey
relative to NoWP.

Comparing WP and NoWP, participants performed about 7%
better using WP. This is consistent with the findings of Koster
and Levine [8] and Pouplin ef al [19]. During the experiment,
some participants commented about the additional effort of
scanning the list without knowing if the word being typed was
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Improvement relative to

Methods Performance NoWP WP
NoWP 13.15 (£3.59) - -
WP 14.03 (£2.84) 6.69% -
AugKey 16.72 (£4.15) 2715% 19.17%

Table 3. Mean and one standard deviation of performance for the three
sessions of Experiment 2, and percentage of performance improvement
for the three methods.

already there, and how convenient it was to have the prefix
and suffixes when using AugKey.

Considering the number of keystrokes per character graph
in Figure 8, ANOVA revealed a significant main effect of
Method, F(2, 12) =67.66, p < 0.001, n,” =0.92. A post-
hoc test with Bonferroni correction showed a statistically
significant difference between AugKey and WP, p = 0.024.
There was also a significant difference between AugKey and
NoWP, p < 0.001, and between WP and NoWP, p < 0.001.
Hence, the smallest number of keystrokes per character was
obtained with AugKey, remaining always below 0.8 along the
three sessions. The values for WP were close to 0.9, while the
highest values were for NoWP (above 1.1), as expected.

From the uncorrected error rate graph in Figure 8§, ANOVA
did not reveal a significant effect of Met hod, F(2, 12) = 2.58,
p=0.12, nP2 =0.3. The uncorrected error rate was slightly
higher for NoWP, though this difference was not significant.
Both AugKey and WP had a similar uncorrected error rate.

Regarding the rate of backspace activations graph in Fig-
ure 8, the rates were between 5 and 8% throughout the 3 ses-
sions, and were similar for the three methods, as ANOVA did
not show any significant difference, F(2, 12) = 0.95, p = 0.41,
77,,2 =0.14. The values observed in this experiment were
slightly smaller than those observed in Experiment 1 (be-
tween 6-10%).

Results for the number of fixations in the word list showed
that for AugKey and WP participants made about the same
number of fixations (100 on average) within the word list re-
gion, in each one of the 3 sessions. On the other hand, for
NoWP participants did not look at the prediction list through-
out the 3 sessions. It implies that, similar to Experiment 1,
participants were aware that no predictions were available
while typing without acceleration.

The values of word selection rate were averaged for all par-
ticipants in the 3 sessions. For AugKey the overall rate was
22.6%, i.e. for every 4 or 5 key selections, one was a word.
A more detailed analysis showed that the words located at the
top and at the middle of the list had similar rates, with values
of 9.9% and 9.2% respectively. The word located at the bot-
tom of the list had the lowest rate (3.5%). Hence, participants
were more likely to select the two words with higher proba-
bility (middle and top), once every 10 key selections, while
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Figure 9. Participants workload index for AugKey, NoWP, and WP.

the key located at the bottom was selected once every 29 key
selections.

For WP, the overall word selection rate was smaller than for
AugKey: 16.9%, equivalent to selecting one word every 6 key
selections. Individual rates for each word were 8.9%, 5.7%,
and 2.3% for the middle, top, and bottom positions, respec-
tively. It implies that with WP participants were more likely
to select word located at the middle of the list (once every
11 key selections), that had the higher probability, and relied
less on the other two predictions. The word located at the
top position was selected once every 17 key selections, and
the one at the bottom was merely selected: once every 50 key
selections. A possible explanation for the higher frequencies
observed in AugKey is that the suffixes permitted a better uti-
lization of word prediction.

Workload index

Figure 9 shows participants workload for AugKey, NoWP,
and WP. The workload of AugKey was the lowest of the
three for all participants. The mean workload for AugKey
was 2.57 (£0.98), for WP 5.71 (£2.29), and for NoWP it was
6.14 (£3.89). A Friedman test revealed a significant effect
of method on workload, )(2(2) =10.58, p =0.005. A Mann-
Whitney post-hoc test with Bonferroni correction showed a
significant difference between AugKey and WP, p =0.047.
There was neither a significant difference between AugKey
and NoWP, p = 0.094, nor between NoWP and WP, p = 1.0.

Subjective evaluations

At the end of Experiment 2, we collected participants sub-
jective evaluations of the three methods. All participants in-
dicated that AugKey was the fastest and least error prone
method among the three. Six participants also found that
AugKey was the most comfortable to use, while 1 partici-
pant chose NoWP as the most comfortable. This participant
argued that with no word prediction, s/he just needed to focus
in searching for the next letter of the phrase. Participants were
asked to choose one method among the 3, in case they needed
to communicate by gaze. All participants chose AugKey as
the one they would use.

GENERAL DISCUSSION

We begin with a comparison of AugKey with other eye-typing
interfaces with word prediction. A number of studies have
evaluated the use of word prediction in eye typing, but none
of them included a prefix of the typed text and/or suffixes
of the predictions. For example, MacKenzie and Zhang [11]
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evaluated the use of word prediction in a full QWERTY key-
board, that showed the best five word candidates in a row
between the text area and the keyboard. Another study is
that of Urbina and Huckauf, who augmented Pie Menus with
the 3 most probable words that could be selected by dwell
time [27].

An example of an interface that shows a layout preview in
the focused key is GazeTalk, developed by Hansen et al [4].
GazeTalk has a dynamic layout that is updated based on let-
ters probabilities, and offers also word predictions. Recent
versions of GazeTalk shows a preview of the next character
layout within the key being focused. After selecting the fo-
cused key, the user can proceed directly to the next one, hence
reducing the search time [14]. Nonetheless, GazeTalk shows
neither a prefix of the written text nor the suffixes of predicted
words.

The idea of showing text on the focused key has also been
implemented in the MyTobii system, a commercial software
for communication by gaze. In MyTobbi the user can edit
the typed text by moving the cursor caret using 4 navigation
keys. When the user dwells on a navigation key, the interface
shows a few characters from the text to assist cursor posi-
tioning and to reduce the need to swap between the key and
the area affected by the control. There are other studies that
exploited preview of the interface for tasks such as scrolling
web pages [29] and positioning the cursor in a Windows en-
vironment [18].

As an alternative to virtual keyboards, Ward and MacKay [30]
developed an interface called Dasher. In Dasher, selections
are made by gaze following characters in a zooming inter-
face. The most probable characters are displayed larger than
the least probable ones, facilitating eye steering during typ-
ing along the desired character path. Paths containing large
characters are equivalent to the list of most probable words.
If predictions are accurate, the user can select several letters,
including whole phrases, with a single gesture that scans the
desired letters [30].

To evaluate the user experience using AugKey, WP, and
NoWP, we asked the participants to comment about the dif-
ferent methods. Some participants mentioned that the prefix
helped them to spot errors faster and with less effort. They
also said that the suffixes were very helpful to know whether
the word being typed was on the list or not. With WP, par-
ticipants commented that they had to make a greater effort to
type. They said that for long words, they typed the first few
letters and then scanned the list. However, for shorter words
they felt unsure of whether the word had been predicted or
not.

Our results are consistent with Koester and Levine [8] and
Pouplin et al. [19]: the virtual keyboard with word prediction
had a small improvement in eye typing speed compared to
the condition without word prediction. Results of the NASA
task load index test revealed that the workload was similar for
both conditions without acceleration and traditional word pre-
diction. On the other hand, with AugKey participants had a
greater speed improvement compared to both conditions with
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and without word prediction. They had also a shorter number
of keystrokes per character, while the error rate was similar
for the three methods. Regarding the NASA test, AugKey
had the lowest workload index.

The basic idea of AugKey is to exploit foveal vision to im-
prove visual throughput for the primary task and avoid un-
necessary eye movements. We think that AugKey can be
extended to other gaze interaction methods to provide the
user with better context information. For example, GazeTalk
could benefit directly using suffixes just like AugKey, and
Dasher could be extended with prefix information.

CONCLUSION

In this paper we proposed the use of augmented keys in vir-
tual keyboards to provide a richer visual feedback around the
central information to maximize visual throughput and mini-
mize eye movements required to collect relevant information
for the current task.

We used AugKey to develop an augmented dwell-time vir-
tual keyboard. The augmented key information consisted of
a prefix and a number of suffixes. The prefix feedback shows
the last 3 typed characters that constantly informs the user
about the current typing state, helping the user to type the
next characters and allowing the user to instantly identify typ-
ing errors. Three suffixes are provided in the current AugKey
keyboard implementation. They correspond to the words that
will appear on the list of predicted words if the focused key
is selected. This feedback allows the user to access the list
of predicted words only when the desired word is in the list,
avoiding unnecessary visual searches in the word list.

We have validated the AugKey prototype using a typical eye
typing experiment. We have compared the performance of
AugKey with two different dwell-time virtual keyboards with
no augmented feedback: one with word prediction and one
with no word prediction. Our results show that AugKey can
be about 28% faster than the keyboard with no prediction,
and about 20% faster than the keyboard with word prediction.
The error rate was low and similar in all 3 keyboards.

Results also show a smaller number of keystrokes per charac-
ter using AugKey when compared to the keyboards with and
without word prediction. This smaller number of keystrokes
is an evidence that users were able to use word prediction
better with AugKey and still the NASA test revealed that
AugKey presents the lowest workload index. Participants re-
ported that AugKey helped them to improve performance, re-
duce error rate, and made the interaction more comfortable.

In future work we will investigate how AugKey can be ap-
plied to other gaze selection techniques (other than dwelling)
and extended to domains other than eye-typing, such as game
interaction and musical interfaces.
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