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Abstract

We present a robust, frame-rate pupil detector tech-

nique, based on an active illumination scheme, used for

gaze estimation. The pupil detector uses two light sources

synchronized with the even and odd fields of the video sig-

nal (interlaced frames), to create bright and dark pupil im-

ages. The retro-reflectivity property of the eye is exploited

by placing an infra-red (IR) light source close to the cam-

era’s optical axis resulting in an image with a bright pupil.

A similar off axis IR source generates an image with dark

pupils. Pupils are detected from the thresholded difference

of the bright and dark pupil images. After a calibration

procedure, the vector computed from the pupil center to the

center of the corneal glints generated from light sources is

used to estimate the gaze position. The frame-rate gaze

estimator prototype is currently being demonstrated in a

docked 300 MHz IBM Thinkpad with a PCI frame grabber,

using interlaced frames of resolution 640�480�8 bits.

1 Introduction
Robust face detection and tracking will be fundamen-

tal to future human computer interaction, and any reliable

technique for detecting eyes would greatly simplify this

task. The requirement for interaction imposes severe con-

straints on the response time of these image processing

tasks, which are also known to have high computational

demands. In this paper we describe a novel robust frame-

rate pupil detector technique that is suitable for desktop

and kiosk applications.

Current research on real-time face detection and track-

ing are model-based, i.e., they use information about skin

color [5, 7] or face geometry [1] for example. The tech-

nique described in this paper explores physical properties

of eyes (i.e., their retro-reflectivity) to segment them us-

ing an active illumination scheme described in Section 2.

Eye properties have been used before in commercial eye

gaze trackers such as those available from ISCAN Incorpo-

rated, Applied Science Laboratories (ASL), and LC Tech-

nologies, but they use only bright or dark pupil images for

tracking.

Due to the retro-reflectivity of the eye, a bright pupil

image is seen by the camera when a light source is placed

very close to its optical axis (Figure 1). This effect is well

known as the red-eye effect from flash photographs [8].

Under regular illumination (when the light source is not on

the camera’s optical axis), a dark pupil is seen. The trick

for robust pupil detection is to combine dark and bright

pupil images, where pupil candidates are detected from the

thresholded difference of the dark from the bright pupil im-

age, as seen in Figure 2.
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Figure 1: Retro-reflectivity of the eye. Observe that when

the light source is placed off-axis (top), the camera does

not capture the light returning from the eye.

The pupil detection systems presented in [6, 2] are also

based on a differential lighting with thresholding scheme.

These systems are used to detect and track the pupil and es-

timate the point of gaze, which also requires the detection

of the corneal reflections created by the light sources. The

corneal reflection from the light sources can be easily seen

as the bright spot close to the pupils in Figures 2a and 2b.

Our system differs from these due to its simplicity, and the
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Figure 2: (a) Bright and (b) dark pupil images. (c) Difference of the dark from the bright pupil after thresholding

constraint to use “off-the-shelf” hardware. In a previous

paper [3] we have described a real-time eye and face detec-

tor system based on the differential lighting with threshold-

ing scheme. This paper introduces several enhancements

we have made to build the frame-rate (30 frames/second)

pupil tracker and gaze estimator.

The next section describes several issues related to the

implementation of the pupil detector based on the active

illumination scheme, and Section 3 presents the eye gaze

tracker built on top of the pupil detector. Experimental re-

sults for both pupil detector and eye gaze tracker are given

in Section 4. Section 5 concludes the paper and discusses

future work.

2 Implementation Issues

Figure 3 shows the pan-tilt camera with the illuminators

used in the eye tracking system. The pan-tilt camera is a

Sony EVI D30, and the illuminators are constituted by two

sets of light sources. For convenience, near infra-red (IR)

light with wavelength 875nm is used, which is invisible to

the human eye. The IR illumination also makes the system

insensitive to changes in indoor ambient illumination, i.e.,

the room lights can be turned on/off without affecting the

operation of the system. We slightly modified the original

camera optics to adjust it to operate in near IR (by remov-

ing its IR block filter) and introducing a pair of extra lenses

to increase its optical magnification.

The light sources LIGHT1 and LIGHT2 in Figure 3 are

composed of sets of 7 IR LEDs each. LIGHT2 is com-

posed of two sets of LEDs, symmetrically placed on the left

and right sides of the optical axis. Symmetry around the

optical axis is desired because it reduces shadow artifacts

by producing more uniform illumination, but asymmetrical

configurations also perform adequately. LIGHT1 is placed

near the camera’s optical axis, so it generates the bright

pupil image (Figure 2a) when it is on, and LIGHT2 is

placed off-axis to generate a dark pupil image (Figure 2b),

adjusted for similar brightness in the rest of the scene.

The video signal from the camera is composed of inter-
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Figure 3: Camera and IR illumination setting.

laced frames, where one frame can be decomposed into an

even field and an odd field. Thus, a field has half the verti-

cal resolution of a frame. Let F
t

be an image frame taken

at time instant t, with resolution  columns (width) by r

rows (height), or � r. F
t

can be de-interlaced intoE
t

and

O

t

, where E
t

is the even field composed by the even rows

of F
t

and O
t

is the odd field composed by the odd rows of

F

t

.

When LIGHT1 is synchronized with the even fields and

LIGHT2 with the odd fields, i.e., each illuminator stays

on for just half the frame period, one interlaced frame will

contain both bright and dark pupil images. Figure 4 shows

a block diagram of the pupil detection process. Once an

interlaced frame F
t

is captured, it is de-interlaced and the

odd fieldO
t

is subtracted from the even fieldE
t

(dark from

the bright pupil images). Thresholding of the difference

image then creates a binary image, which is the input of a

connected component labeling algorithm. Each connected

component (blob) is checked for particular geometric prop-

erties, such as size and aspect ratio, and those that satisfy



these constraints, are output as pupils. Observe that it is

also possible to detect pupils using (O

t

; E

t�1

), i.e., be-

tween frames, thus increasing the detection rate to 60 fields

per second.
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Figure 4: Pupil detection block diagram.

The only piece of hardware build for the system was a

very simple device to keep the even and odd fields synchro-

nized with LIGHT1 and LIGHT2 respectively. Figure 5

shows a block diagram of the light synchronization device.

The video signal from the camera is received by a video

decoder module that separates the even and odd field sig-

nals. The video decoder is a National LM1881 chip, that

is mounted on the same board that supports the IR LEDs

(see Figure 3). The signal is fed to amplifying buffers that

provide power for the IR LEDs.

3 Eye Gaze Tracking

The purpose of an eye gaze tracker is to estimate the

position on the screen to where the user is fixating her/his

gaze. This is accomplished by tracking the user’s pupil

and the corneal glint, after a brief calibration procedure,

that determines the mapping from coordinates of the pupil

tracker to user screen coordinates. Assuming a static head,

an eye can only rotate in its socket, and the surface of

the eye can be approximated by a sphere. Since the light

sources are also fixed, the glint on the cornea of the eye can

be taken as a reference point, thus the vector from the glint

to the center of the pupil will describe the gaze direction.

To estimate the screen coordinates to where the user is

looking, a simple second order polynomial transformation

is used. After the calibration procedure, a simple possible

application is to control the mouse using eye gaze, which

provides an estimate about the accuracy of the system. We

have obtained an accuracy of about 1 degree of resolution,

that corresponds to about 1cm on the screen viewed from

50cm.

3.1 Calibration Procedure

The calibration procedure is very simple and brief. Nine

points are arranged in a 3 � 3 grid on the screen, and the

user is asked to fixate his/her gaze on a certain target point,
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Figure 5: Synchronization device block diagram.

press a key, and move to a next target, until all the points

are fixated. On each fixation, the vector from the center of

the glint to the center of the pupil is saved, so that 9 cor-

responding points are obtained. The transformation from

a glint-pupil vector E = (x

e

; y

e

)

t, to a screen coordinate

S = (x

s

; y

s

)

t is given by:
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where a
i

are the coefficients of this second order polyno-

mial. Each corresponding point gives 2 equations from (1),

thus 18 equations are produced and an over determined lin-

ear system is obtained. The polynomial coefficients for x
e

and y

e

can be obtained independently, so that 2 simpler

over determined systems are solved, using a least squares

method.

3.2 Glint-Pupil Vector

To compute the glint-pupil vector it is necessary to ex-

tract the centers of the pupil and the glint. Since the field

of view is very narrow, the pupil is the biggest round blob

obtained after the labeling algorithm. To estimate the cen-

ter the pupil a window slightly larger than the enclosing

box of the pupil is created. Then gray scale pixels in the

difference image are summed horizontally and vertically

(Radon transform). The x, y center is computed as the

center of mass of the horizontal and vertical projections

(sums). A search procedure for very bright pixels around

the pupil is used to detect the glint and compute its center

of mass. Ideally all coordinates are computed with sub-

pixel repeatability. Figure 6 shows the bright, dark, and

the dark pupil image with two crosses superimposed, that

correspond to the computed centers of the pupil and glint.

3.3 Pan-Tilt Servo Mechanism

In order to allow some head motion, it is required to

keep the pupil centered in the image. The magnitude of

the rotation angle of the camera which brings the pupil to

the center of the image (assuming the rotation is around
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Figure 6: (a) Bright and (b) dark pupil images. (c) Dark pupil image superimposed by two crosses, marking the center of

the pupil and the glint (for monitoring and debugging purposes).

its principal point), will only depend of the image size and

the field of view (FOV) of the camera. If the center of the

pupil is at the pixel (x; y) (assume the pixel (0; 0) to be the

center of the image), and given the FOV = (�

x

; �

y

), and

image size W �H, the pan and tilt are given by:

pan = �

x

x

W

(2)

tilt = �

y

y

H

(3)

4 Experimental Results
The current prototype was implemented on a dual Pen-

tium II 400MHz machine running Windows NT4, using a

commercial PCI capture card compatible with Video for

Windows. The eye tracker runs at frame-rate (30 frames

per second), processing interlaced frames of resolution

640�480�8 bits. We have also achieved this frame rate

with an IBM 300 MHz Pentium II Thinkpad 770X machine

running Windows NT4, using a PCI capture card installed

in an IBM dock III.

Eyeglasses and contact lens do not change the retro-

reflectivity of the eye and unless the glasses or contacts

are tinted with an IR blocking coating, they do not inhibit

detection. Figure 7 shows the bright, dark, and difference

images for a person with glasses. Observe in Figure 7c that

spurious false pupil candidates are generated by the spec-

ular reflections from the eyeglasses, and these reflections

can also block the dark pupil response under very partic-

ular head orientations. In such cases, if the head motion

must be restricted, a slight change in the orientation of the

glasses is enough to reestablish detection and gaze estima-

tion. Pupil detection using only the dark or only the bright

pupil images, as it is done by most commercial eye track-

ers for gaze estimation, would have a lot more spurious

responses, which can be expected from images of the same

kind shown in Figure 7.

The retro-reflectivity property of eyes is uncommon in

man-made and natural objects resulting in pupils generally

being the only objects appearing with high contrast be-

tween the two pupil images. Pupil detection is greatly facil-

itated by the enhanced signal-to-noise ratio, and the simple

process of thresholding the difference between bright and

dark pupil images is generally sufficient, as shown in Fig-

ure 2c. Our experience shows that most retro-reflectors we

tested, used for example in running shoes, reflect light in

a reasonable wide angle, so that they appear bright in both

images and do not cause artifacts. Certain lamps, like table

lamps and ceiling lamps, have reflectors that when pointed

to the camera can cause artifacts.

The one degree accuracy mentioned in Section 3 and the

small head motion allowed by the system is comparable

with commercial systems. The limitations on head motion

is due to the simple motion model adopted, because the cal-

ibration changes with different head positions. We are cur-

rently working on more complex models to allow free head

motion. Other applications such as real-time face tracking

[3] and enhanced human-computer interaction [4, 9] using

the frame-rate pupil detector are described in other publi-

cations.

5 Conclusion
We have presented a robust frame-rate pupil detector

and eye gaze tracker, with high potential to be used in

human-computer interaction, particularly in desktop and

kiosk applications. The even and odd frames of a video

camera are synchronized with two IR light sources. A

pupil is alternately illuminated with an on-axis IR source

when even frames are being captured, and with an off-axis

IR source for odd frames. The on camera axis illumination

generates a bright pupil, and the off axis illumination keeps

the scene at about the same illumination, but the pupil re-

mains dark. Detection follows from thresholding the dif-

ference between even and odd frames.

Once the pupil is detected, the corneal glint from the

light sources is searched for, near the center of the pupil.

The eye gaze tracker uses the center of the pupil and glint
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Figure 7: (a) Bright and (b) dark pupil images with glasses. (c) Difference image after thresholding. The strong glints on

the glasses can be avoided with a slight change in its orientation.

to estimate the position on the screen to where the user

is fixating her/his gaze, after a brief calibration procedure

that determines the mapping from coordinates of the pupil

tracker to user screen coordinates.

The eye gaze tracker has been successfully tested for a

very large number of people, and it has proven to be very

robust. Future extensions include the generalization of the

problem to a 3D model in order to allow for large head

motion and enhancements on the pupil detector to increase

its accuracy, that includes changes in the calibration proce-

dure and mapping functions.
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