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ABSTRACT 

We improve tlhe performance of conventional motion com- 
pensated Discirete Cosine Transform video coding. For mo- 
tion compensation, we employ a two step algorithm in which 
the camera motion is compensated first and then the motion 
of moving objlects is estimated. We use a feature matching 
algorithm for camera motion compensation. Motion com- 
pensated frame differences are divided into three regions 
called stationary background, moving objects, and newly 
emerging area.. A region adaptive subband image coding 
scheme is used for spatial coding of these regions. 

1. INTRODUCTION 

Due to  the importance of digital video communications, 
numerous video coding techniques have been developed in 
conjunction with image coding techniques. Extensive re- 
search in the past two decades has made this field suffi- 
ciently mature so that several standards are now available. 
They are the ]TU-T H.261 (formerly CCITT Recommenda- 
tion H.261) [Ill for teleconferencing, the ISO/IEC MPEG- 
1 [2, 31 for digital storage media, like CD-ROM’s, and the 
MPEG-2 [4, 51 for high-quality coding of possibly interlaced 
video, including HDTV. All of these standards are based on 
the same hybrid coding structure, namely Motion Compen- 
sated (MC) temporal coding combined with Discrete Cosine 
Transform (DCT) spatial coding. 

The  basic structure of well studied MC-DCT video cod- 
ing [1]-[5] is shown in Fig. 1. The  current frame of input 
video is first predicted based on the encoded version of the 
previous frame available in the receiver. The  Motion Com- 
pensat,ed Fralme Difference (MCFD), which is a difference 
between the current frame and the predicted frame, is di- 
vided into nonoverlapping blocks, mostly 8 x 8 in size, and 
transformed lby a two dimensional (2D) DCT. The  coeffi- 
cients obtained from this transformation are then encoded 
using a quantizer normally coupled with a variable length 
coder and designed to  suit the statistical characteristics of 
the coefficien1,s. For motion compensation, Block-Matching 
Algorithm (BMA) is extensively used. In BMA, the predic- 
tion of motion is also performed on a block by block basis. 
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Figure 1: Basic structure of MC-DCT video coding. 

The  current frame is partitioned into nonoverlapping rect- 
angular blocks and, for each block, a search is carried out 
for the displacement which produces the best match among 
the neighboring blocks in the previous frame. 

Although this MC-DCT coding has been widely used 
for video coding, it has some disadvantages. First, the 
BMA has been developed under the assumptions of rigid 
and translational motion and constant illumination condi- 
tion between the frames so that it suffers from the obvious 
problem tha t  the true motion is not piecewise constant. 
This is especially true if the scenes are acquired from a 
moving camera whose motion includes rotation, zoom, and 
pan as well as translation. Second, the underlying block 
structure for the DCT spatial coding does not adequately 
represent the arbitrarily shaped objects and backgrounds 
in a scene resulting in annoying blocking effects a t  low bit 
rates. 

In this paper, we propose two methods for improving 
the performance of conventional MC-DCT video coding in 
the following ways. 

To improve BMA, we substitute the BMA by a two 
step motion compensation algorithm [6] in which the 
camera motion (global motion) is compensated first 
and then the motion of moving objects (local motion) 
in a scene is estimated. 
To compensate for the disadvantage of block based 
DCT spatial coding, we employ the Region Based 
Subband Image Coding (RB-SBIC) method described 
in [7].  

We use the Feature Matching Algorithm (FMA) for 
Global Motion Compensation (GMC). In FMA, several fea- 
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ture points are extracted using a Sobel operator [8] and 
global motion parameters (translation, rotation, and zoom) 
are computed by matching these feature points. For com- 
pletion of the GMC, the illumination change between frames 
is also considered. The  GMC is followed by the Local Mo- 
tion Compensation (LMC) in which the moving objects are 
detected and their velocities are also calculated. 

When we temporally predict the current frame from the 
MC version of the previous frame, we assume that  pixels 
in the current frame belong to  one of the following three 
different regions. 

1. Stationary background: the region is unchanged with 
respect to the previous frame and compensated well 
by GMC. 

2. Moving objects: the moving parts of the current frame. 
LMC is needed for the prediction of this region. 

3 .  Newly emerging areas: the parts of the current frame 
which are not present in the previous frame. This re- 
gion can be subdivided into two parts, 1) the newly 
emerging background and objects on the boundary of 
the frame due to  global motion and 2) the background 
occluded by moving objects in the previous frame and 
uncovered due to local motion. Newly emerging ar- 
eas are not temporally predictable with respect to 
the previous frame. Spatial prediction based on the 
boundary pixels available in the previous frame is in- 
stead used for the temporal prediction of this region. 

For spatial coding of MCFD, we employ an RB-SBIC 
scheme in which we decompose the MCFD into several im- 
age subbands, study the energy distribution of the decom- 
posed MCFD , and use different quantizers for each region 
in each subband. 

This paper is organized as follows. Section 2 describes 
the GMC and LMC methods employed for temporal pre- 
diction. In Section 3,  we design the RB-SBIC scheme for 
spatial coding of MCFD. Section 4 compares the experi- 
mental results of our proposed video coding system t o  that  
of conventional MC-DCT scheme. 

2. MOTION C O M P E N S A T I O N  

2.1. Global M o t i o n  C o m p e n s a t i o n  ( G M C )  

T h e  GMC used in our video coding scheme is based on a 2D 
image registration algorithm [9] tha t  estimates the 2D cam- 
era translation and rotation around the axis perpendicular 
to the center of image plane and the zoom factor. 

If we assume that  the distance between the camera and 
the scene is large enough that  camera panning motion can 
be approximated by translation, the relationship between 
two image frame coordinates can be approximated by [9] 

where, ( X l , Y , )  is the frame coordinate a t  time t , ,  for i 
= {1,2}, ( A X , , A E )  is the translation measured in the 
image coordinate system of frame t 2  , 6 is the rotation angle 
between the two frames, and z is the zoom factor. 

Global motion parameters, {AXn, AK,  8, z } ,  are esti- 
mated using FMA. We first extract feature points of frame 
d l  using a Sobel operator. We convolve the frame with a 

5 x 5 Sobel operator and select the points whose value is 
great,er than a threshold value. To avoid all the feature 
points getting concentrated in a small area, we divide the 
entire frame into 16 equally spaced blocks and include the 
point. showing the maximum value in a block as a feature 
point. After extracting the feature points of frame t l ,  we 
find the corresponding feature points in frame t 2  using a 
correlation matching process. For the neighborhood of each 
feature point extract.ed from frame t l ,  we search for the best 
matching point in frame t ,  using the cross correlation co- 
efficient as the matching criterion. This  correlation match- 
ing process can only provide the best pixel to  pixel match. 
To improve the accuracy t o  subpixel level, we also apply 
a subpixel matching algorithm using a differential method 
described in [6]. 

If the feature point pairs of frame t l  and t 2  are available, 
the zoom factor z can be easily estimated prior to  other 
global motion parameters because the Euclidean distances 
of the feature points in a frame are only dependent on the 
zoom factor and are invariant to  rotation and translation. 
We calculate the Euclidean distances of the feature points 
for each frame and use Least-Square Estimation (LSE) for 
the estimation of zoom factor [9]. With the zoom factor 
determined, the rotation and translation parameters can 
be estimated using (1). We assume tha t  the rotation angle 
8 is very small so tha t  we can approximate cos 6 and sin 6 
up t o  the first linear terms, end up with linear equations, 
and can estimate the parameters, 6, AX,, and AYz, using 
LSE [9]. If the estimated global motion parameters are not 
accurate enough, we can also apply the multiscale recursive 
matching and estimation refinement procedures described 
in [9]. 

Using the estimated global motion parameters, we can 
transform the two image frames into a common coordinate 
system and perform GMC by taking the difference between 
two successive frames. In the stationary background, the 
Global Motion Compensated Frame Difference (GMCFD) 
normally has small values. Image noise and illumination 
change between two frames may cause the pixel values to  
be non-zero. To compensate for the effect of illumination 
change, the mean of GMCFD is adjusted to  be zero in the 
stationary background. 

2.2. L o c a l  M o t i o n  C o m p e n s a t i o n  ( L M C )  

Moving objects in a scene are detected based on the ab- 
solute value of GMCFD. When we detect moving objects 
from the GMCFD, the following factors are considered. 

1. Large values of GMCFD are usually due to  two fac- 

2. Large values of GMCFD due to  moving objects occur 
as blocks while those due to  image noise are isolated. 

3. The values of GMCFD are dependent on the local 
contrast in the scene. 

We employ an adaptive moving object detector [6] which 
suppresses the image noise by checking the local average 
of %MCFD and uses different thresholding values based on 
the local contrast. 

When more than two successive GMCFD's are avail- 
able, we can estimate the velocity of the moving object by 

tors, image noise and moving objects. 

21 86 



( 4  (b) 
Figure 2: Sample image sequence “helicopter” (a) and its 
MCFD energy distribution in the 16 x 16 S T F T  tree de- 
composition (b). 

calculating the displacement of the centroid of the moving 
object [6]. 

3. EtB-SBIC SPATIAL CODING 

In this section, we describe the RB-SBIC for the spatial 
coding of MCFD. In RB-SBIC, the input MCFD is first 
decomposed into several subbands using a bank of analysis 
filters and then each subband is down-sampled, encoded, 
and transmitted through a channel. Therefore. the prob- 
lem of designing an RB-SBIC can be subdivided into the 
following three problems: 1) design of a bank of analysis 
filters, 2) design of an encoder characterized by quantiz- 
ers and bit allocation methods, and 3) design of a specific 
decomposition tree structure. 

For our choice of the analysis filter bank, we use a per- 
fect, reconstruction filter bank that recursively employs the 
ideal two band Lowpass (LP)-filter and Highpass (HP)-filter 
in which LP and HP filterings are done by 1) extending the 
discrete-time input signal of length N to the length (2N-2) 
symmetric signal, 2) performing the Discrete Fourier Trans- 
form (DFT), 3) doing the filterings in the frequency domain, 
and 4) performing the inverse DFT. 

We first study the energy distribution of MCFD in sub- 
band decompositions and propose an RB-SBIC encoder. If 
both the ana1:ysis filter bank and the encoder are given, 
the optimal subband decomposition tree structure can be 
found using the bottom-up search method coupled with the 
principle of separate minimization [lo]. The  resulting op- 
timal decompo’sition structures for MCFD of sample image 
sequences are ;presented in Section 4. 

Fig. 2(a) slnows the first frame of sample image sequence 
“helicopter” ta.ken here for the observation of MCFD energy 
distribution. The  image sequence is composed of 15 frames 
whose size is 464 x 464, represented using 8 bits/pel, and 
obtained from a moving platform. 

Fig. 2(b) illustrates the MCFD energy distribution of 
sample image ,sequence in the 16 x 16 Short-Time-Fourier- 
Transform (STFT)  tree decomposition [7]. For display pur- 
poses, we calculated the logarithm of the squared subband 
decomposed M CFD values and normalized them between 0 
and 255. I t  may be seen tha t  the lower frequency subbands 
have higher energy than the higher frequency subbands. 
The  corresponding energy ratios [7] are calculated for this 

Figure 3: Example of cumulative energy ratio of MCFD. 

decomposition. This time, we include the Lowest Frequency 
Subband (LFS) for the calculation of energy ratio since the 
LFS and the Higher Frequency Subbands (HFS) of MCFD 
have similar statistical characteristics. Cumulative values of 
energy ratio are shown in Fig. 3. It  is observed that MCFD 
preserves the Energy Packing Property towards the Lower 
Frequency Subbands (EPPLFS) [7] very well and has more 
than 90% of its total energy in the lower half of subbands. 

For spatial coding of MCFD, the RB-SBIC proposed in 
[7] can be modified as follows. 

1. Assume tha t  a decomposition tree structure is given 
and global and local motion parameters are available. 

2. Using global and local motion parameters, divide each 
subband of MCFD into three region -stationary back- 
ground, moving objects, and newly emerging area. 

3. For each region of each subband (including the LFS), 
calculate the variance and transmit it. 

4. For each region of each subband, design an Entropy 
Constrained Quantizer (ECQ) by modeling the shape 
of distribution using the Generalized Gaussian Distri- 
bution (GGD). 

5. Based on the variance and the rate-distorsion perfor- 
mance of the designed quantizer, allocate the number 
of bits for each region of each subband. 

6.  Employ PCM using the above mentioned quantizer 
and bit allocation. 

As done in [7], we have performed the KS-test to  find 
the best fitting GGD parameter CY for 4 x 4, 8 x 8, and 16 x 16 
S T F T  decomposed MCFD subbands. The  distributions of 
MCFD subbands have been found to be similar to  those of 
DPCM residuals of the LFS in [7] so that they can be mod- 
eled by the Laplacian distribution. The  (UTQ,HC) pair for 
the Laplacian distribution, designed in [ l l ] ,  is employed as 
a method of ECQ and the same bit allocation scheme of [7] 
can be used here. Due to  the EPPLFS, variances of each 
region are decreasing as the distance of the subband be- 
comes larger. For the variances of the LFS regions, we have 
assigned 1 2  bits. For the variances of the regions in other 
higher frequency subbands, we have transmitted the differ- 
ence between the variance of the current region and that 
of the  corresponding region in the  nearest lower frequency 
subband using 8 bits. If no bits were assigned to  the cor- 
responding region in the nearest lower frequency subband, 
the variance of the current region is not transmitted. 
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Figure 4: Simulation results for “helicopter” image se- 
quence at  0.05 bits/pel: proposed video coding (a) and 
enlarged version (b)  and MC-DCT video coding (c) and 
enlarged version (d). 
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4. EXPERIMENTAL RESULTS 

Simulation results have been obtained for the “helicopter” 
image sequence. T h e  16 x 16 S T F T  tree decomposition 
structure has been selected as an optimal decomposition 
structure because this structure has shown the best result 
among all the possible tree structures up to  16 x 16 S T F T  
ddcomposition and decomposing the MCFD into the smaller 
sized subbands resulted in negligible improvements a t  low 
bit rates. 

4(a) shows the reconstructed images of the last 
frame a t  0.05 bits/pel. T h e  moving object area of Fig. 
4(a) is enlarged and displayed in Fig. 4(b). The  results 
of conventional MC-DCT video coding are also included 
for subjective comparisons. While MC-DCT coding suffers 
from blocking effects, the proposed scheme shows blurring 
effects a t  low bit rates. 

Using the PSNR measure, objective tests were performed 
for all frames (Fig. 5). I t  is seen tha t  more than 1-dB im- 
provement on average has been achieved. 

GMC and LMC algorithms and design of analysis filters 
to  reduce blurring effects a t  low bit rates can be considered 
as future research topics. 

Fig. 
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